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Sensitivity analysis of manipulators aims at studying the
influence of variations in its own geometric parameters on
its performance. This information is useful for evaluating
the position error of the end-effector as well as for the syn-
thesis of tolerances. Indeed, the synthesis of tolerances is
a very important issue in the design and manufacturing of
robot manipulators. In this paper, a sequential procedure
for modeling, dimensioning and tolerance synthesis of the
parallel kinematic manipulator PAR2 is proposed. For op-
timal dimensional design, an approach based on the opti-
mization of the workspace is proposed, taking into account
several constraints; followed by a numerical matrix analy-
sis based deterministic method for sensitivity analysis whose
performance is studied in terms of accuracy. To calculate
the optimal dimensional tolerances, a new tolerance synthe-
sis method is used. The effect of geometric tolerance on ac-
curacy is analyzed.

1 Introduction
Robust design of a mechanism aims at making its per-

formance optimal and insensitive to variations. When varia-
tions are ignored, unrobust designs may result. However, the
sensitivity analysis of manipulators consists in studying the
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influence of variations in geometric parameters on its perfor-
mance. This information is inherently useful for the evalu-
ation of the position error of the end-effector as well as for
tolerance synthesis. The calculation of part tolerance in man-
ufacturing and assembly phases of robots is crucial in the de-
sign of the robots, since it directly affects the product quality
and the manufacturing cost.
Parametric variations are unavoidable due to the machining
and assembling of the mechanism. They are called param-
eter uncertainty in the design phase when the actual values
are unknown. Such parameter uncertainty might result in the
dramatic changes of the performances if the performances
are sensitive to the variations. Robust design would prevent
this catastrophic design result and sensitivity analysis is the
priority. The concept of robustness was first introduced by
Taguchi [1] in 1978. He presented a planned experimental
method for selecting the values of design variables so that
the effects of uncontrollable parameters on the system per-
formance is minimized. However, robust design consists in
minimizing the sensitivity of performance against variations
without controlling the causes of these last ones [2]. In the
literature, several authors have contributed to the formulation
of robust design problems. In [3], the parametric sensitivity
of a 5-DoF parallel manipulator was studied with respect to
the mass and stiffness performance on the basis of response
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surface method and performance reliability. Essential param-
eters were then selected to be the design variables of the ro-
bust design concerning the stiffness and mass [4], and elasto-
dynamic performance [5] of the parallel manipulator. The
parametric uncertainty were measured by a stochastic model
and the optimal performances were reliable [6]. The imple-
mented robust design is crucial since it affects directly the
mechanism quality and manufacturing cost. It is also useful
for the evaluation of the position error as well as for toler-
ance synthesis. Deterministic methods based on matrix nu-
merical analysis are used for tolerance calculation and sensi-
tivity analysis of mechanisms, where the robustness problem
is commonly known as ”Conditioning” [7–9]. Caro [10] has
developed an effective method for tolerance synthesis, based
on a robust design approach, this method is divided into two
steps: the first step deals with calculating robust dimensions
using an appropriate robustness index; as for the second step,
a tolerance synthesis method is developed for calculating the
optimal tolerance box. This method was successfully applied
to evaluate the sensitivity of the end-effector of a three-axis
Orthoglide (3 translation degrees of freedom (dof)). Caro
et al. [11] studied the influence of dimensional and angu-
lar variations on the position of the end-effector of an or-
thoglide at three dof of translation. Indeed, two sensitivity
indices were used, one for the study of position sensitiv-
ity and the other one for the study of orientation sensitivity.
Rout et al. [12, 13] proposed to use a probabilistic approach
to model the effects of noise factors on a 2RR plane ma-
nipulator, and adopted an experimental design technique to
select optimal tolerances of kinematic and dynamic param-
eters for minimum performance variation. Rout et al. [14]
proposed an evolutionary technique for selecting the optimal
tolerance parameters of a 2RR planar manipulator at 2 dof.
In [15] Kim et al. have developed an effective method to
evaluate the reliability of dimensional tolerances and joint
clearances. The kinematic reliability of the positioning and
orientation repeatability of an RRR manipulator are evalu-
ated analytically using the AFOSM (First Order Second Mo-
ment) method. A stochastic method is proposed for the mod-
elling of the mechanism. This method may help designers
to choose dimensional tolerances and joint clearances to ob-
tain an optimal performance of robotic manipulators. Yang
et al. [16] proposed an approach based on multi-objective
optimization of parallel tracking mechanism by taking into
account simultaneously several performance criteria such as
workspace, kinematic, stiffness, and dynamic performances
and considering parameter uncertainty. Xianzhen et al. in
[17] developed a method for robust design of tolerances ded-
icated to function generation mechanisms. They have im-
proved and applied the Taguchi method to determine the op-
timal tolerances of components to minimize the total assem-
bly cost, while satisfying the precision requirement of the
mechanism. The effectiveness of the proposed method is il-
lustrated through an example of four-bar function generation.
In their work, Goldsztejn et al. [18,19] proposed a method for
tolerance synthesis of parallel robots. The local uniqueness
hypothesis is used to calculate the upper limit of the posi-
tion error. This technique uses the Kantorovich theorem for

Fig. 1. View of the PAR2 parallel manipulator [23].

numerical calculation. Another technique based on the opti-
mization of the Generaized Reduced Gradient was proposed
by Trang et al. [20] to calculate the tolerances of robot parts.
This algorithm is used to solve a multi-variable nonlinear op-
timization problem. By definition, the difference between the
upper and lower limits of the nominal value of a design vari-
able is called ”tolerance” [21]. Tolerance is a very important
concept in the design and manufacturing phase. Several stud-
ies in the literature were focused on the relationship between
dimensional tolerances and manufacturing cost. The manu-
facturing cost of a mechanism increases when their dimen-
sional tolerances are tight. Besides the effect of tolerance on
the robot performance is crucial, since this last one is very
sensitive to variations in the dimensions of the robot compo-
nents.
In this paper, we propose the calculation of the dimensional
tolerances of PAR2 parallel manipulator [22–24] through the
minimization of the position error of the end-effector of the
robot. To calculate the optimal dimensional tolerances, a new
tolerance synthesis method is used. This method is known as
optimal tolerance box method (Brahmia-TB). The rest of the
paper is organized as follows: In section 2, the problem of ro-
bust design in the purely deterministic domain is presented.
Then, the optimal dimensioning of PAR2 parallel manipula-
tor is presented in section 3. The tolerance synthesis of the
PAR2 parallel manipulator is illustrated in section 4.

2 Modeling of the planar PAR2 parallel manipulator
2.1 Geometric description

It’s a parallel mechanical architecture with two DOFs,
composed of two motorized (active) kinematic chains and
two constraint passive chains built in the transverse plane to
increase the stiffness of the robot in that plane (Fig. 1 and
Fig. 2). This design allows two translations in the verti-
cal plane, while guaranteeing a good stiffness in the trans-
verse plane [22–26]. Indeed, the passive arms are used to
prevent, as far as possible, perpendicular movements (out of
the plane xoz, as illustrated in Fig. 2). It is worth to note
that for the controlled directions, the influence of the pas-
sive arms is done in second order on the xz position. In this
case this influence can be neglected. It is worth to note that
for simplification purpose of realisation of the architecture, it
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Fig. 2. Schematic CAD view of the PAR2 parallel manipulator.

Fig. 3. Parameterization of the PAR2 parallel manipulator.

was considered that the two branches P1A1B1 and P2A2B2 are
identical. Therefore, the geometric parameters of this manip-
ulator (Fig. 3) are as follows:
La : Arm length PiAi , (i ∈ {1,2})
Lb : Arm length AiBi
d : Distance between points B1 and B2 on the mobile plat-
form
D : Distance between the axes of motorized rotary links.
(O− x,y) : The reference frame related to the base, such as
”O” is the center of P1P2
C(x,z) : is the center of B1B2

2.2 Forward Kinematic Model (FKM)
The FKM of the PAR2 parallel manipulator expresses

the operational coordinates [x z]T (position of the end-
effector) as a function of the joint coordinates [q1 q2]

T .
It can be obtained from the following kinematic constraint:

Lb = ‖BiAi‖ (1)

Leading to a system of two equations with two unknowns:

(xB1 − xA1)
2 +(zB1 − zA1)

2 = L2
b (2)

(xB2 − xA2)
2 +(zB2 − zA2)

2 = L2
b (3)

The resolution of this system gives the following [24]:

z =
−β±

√
β2−4αγ

2α
(4)

x = az+b (5)

In equation (4), we take the sign (−) because the kinematic
chains of the robot evolve in the negative half-plane (z < 0).
With:
xA1 = xp1 +Lacos(q1) =

D
2 +Lacos(q1)

xA2 = xp2 −Lacos(q2) =−D
2 −Lacos(q1)

xB1 = x+ d
2 xB2 = x− d

2
zA1 =−Lasin(q1) zA2 =−Lasin(q2) zB1 = zB2 = z

a = La(sin(q1)−sin(q2))
D−d+La(cos(q1)+cos(q2))

b = La(cos(q1)−cos(q2))(D−d)
D−d+La(cos(q1)+cos(q2))

c = b−Lacos(q1)− (D−d
2 )

α = a+1 β = 2ac+2Lacos(q1) γ = c2 +(Lacos(q1))
2

2.3 Determination of the workspace of the PAR2 paral-
lel manipulator

One of the most important performance criteria to con-
sider when designing a parallel kinematic manipulator is the
workspace. The approach of design of PAR2 parallel kine-
matic manipulator was done in two stages: the first one was
to size the active part; then in the second stage, the passive
part was designed in a way that it admits all possible posi-
tions of the mobile platform. To determine the workspace of
PAR2 parallel manipulator, only the active chains are con-
sidered; consequently, the second stage is not represented in
this study. In this case, the workspace is delimited by the an-
gles θ,q1,q2,ψ1 and ψ2 (cf. Fig.4). It is represented by the
surface described by the following equation [24]:

SW =
∫

W
dW =

1
2
[
∫

θmax

θmin

(L2
wmax −L2

wmin
) dθ] (6)

With:

{
4π

3 ≤ θ≤ 5π

3
π

6 ≤ (q1 +ψ1)≤ 11π

12

(7)

θ: must be chosen such that singular configurations are
avoided. The determination of LWmin and LWmax is performed
in the following way:

−→
OC =

−−→
OP1 +

−−→
P1B1 +

−−→
B1C

The distance LW between the origin of the fixed base (point
O) and the centre of the mobile platform (point C) is ob-
tained by the projection of the equation (8) on the (xoz)
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Fig. 4. Illustration of the angles delimiting the robot’s workspace.

plane:



‖−→OC‖=
√

x2
c + z2

c ,

‖−−→OP1‖= D
2

‖−−→P1B1‖=
√

L2
a +L2

b−2 LaLb cos(q1 +ψ1)

‖−−→B1C‖= d
2

LW =‖ −→OC ‖

=

√
(

D−d
2

)2 +L2
a +L2

b−2 LaLb cos(q1 +ψ1)+(D−d)(Lacos(q1)−Lbcos(ψ1))

(8)

Where:
LW → LWmin if: (q1 +ψ1)→ π

6

LW → LWmax if: (q1 +ψ1)→ 11π

12

2.4 Kinematic performance
The kinematic performance of PAR2 parallel manipula-

tor can be defined as the ability of its end-effector to:

1. Accurately and easily perform small arbitrary move-
ments around a point in the workspace [24];

2. Apply in all directions of the workspace, forces and mo-
ments [27].

The condition number of the matrix J−1 noted as κJ is used
to measure the performance of the robot because the Jaco-
bian matrix is homogenous [28]. In case, where the Jaco-
bian matrix isn’t homogenous (contains different units) the
condition number has no clear physical meaning, as the ro-
tations are transformed arbitrarily into ”equivalent” transla-
tions [29, 30]. It is defined by the ratio between its largest
and smallest singular values, which are respectively denoted
by τmax(J−1) and τmin(J−1) :

κJ =
τmax(J−1)

τmin(J−1)
(9)

The Jacobian matrix is obtained through the time derivative
of equations (2) and (3) leading to:

Jx

[
ẋc
żc

]
+ Jq

[
q̇1
q̇2

]
= 0 (10)

Hence:

J−1 =−J−1
q Jx (11)

With:

Jx =

[
(x− D−d

2 )−La cos(q1) z+La sin(q1)

(x+ D−d
2 )+La cos(q2) z+La sin(q2)

]
Jq =

[
Jq11 0
0 Jq22

]
Jq11 = [(x − D−d

2 ) − La cos(q1)]La sin(q1) + [z +
La cos(q1)]La cos(q1)

Jq22 = −[(x + D−d
2 ) + La cos(q2)]La sin(q2) + [z +

La sin(q2)]La cos(q2)

2.5 Analysis of the singularities
There are several methods (geometrical, algebraic, etc.)

are used to determine the singular configurations [30, 31].
In this work, the method based on the determination of the
roots of the determinant of the PAR2 parallel manipulator
inverse Jacobian matrix is employed to analyse and find these
configurations. The matrices Jx and Jq can be determined by
using the equiprojectivity propriety of the velocities in the
forearms [25]:

VAi .AiBi =VBi .AiBi (12)

Where VAi and VAi denote the vectors giving respectively the
velocities of points Ai and Bi. It leads to the following result:

Jx =

[
A1B1.ex A1B1.ez
A2B2.ex A2B2.ez

]
And

Jq =

[
(A1B1×P1A1).ey 0

0 (A2B2×P2A2).(−ey)

]
Where:ex = [1 0 0]T , ey = [0 1 0]T and ez = [0 0 1]T .
The employed method consists in the analysis of the two Ja-
cobian matrices (i.e. Jx and Jq). Accordingly, we distinguish
the following cases [30]:

1. Type 1 (Serial singularity: Jq is singular):
|Jq|= 0⇒ (A1B1×P1A1)(A2B2×P2A2) = 0⇒
A1B1×P1A1 = 0 or A2B2×P2A2 = 0 .
This singularity appears when one of the arms AiBi be-
come parallel to the forearms PiAi in the same kinematic
chain. In this case, it is not possible for the manipu-
lator to generate velocities of the end-effector in some
directions. These singularities represent the limits of the
reachable workspace. In these configurations, the robot
loses one or more degree (s) of freedom.

2. Type 2 (Parallel singularity: Jx is singular):
|Jx|= 0, means that A1B1 and A2B2 are coplanar, which
corresponds to the appearance of uncontrollable mobil-
ities of the end-effector, because it is possible to move
it while the motorized joints are blocked. These singu-
larities can exist inside the reachable workspace of the
robot, which may introduce additional difficulties for the
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trajectory planning. In these configurations, the robot
gains one or more degree(s) of freedom and the stiffness
of the robot is locally lost.

3. Type 3 (both Jq and Jx are singular):
In this case, the end-effector can move while the actua-
tors are blocked and vice versa. Fore more details about
the selected dimensions, the reader can refer to Table 1,
this case cannot be reached.

3 Optimal dimensioning of PAR2 parallel manipulator
The problem of optimal dimensioning of PAR2 parallel

manipulator can be formulated as follows:
Find an optimal vector P∗1 = [(D−d)∗,L∗a,L

∗
b]

T that:

min F(P) = min
[

f1 =−SW
f2 = κJ

]

Subject to:


19π

12 ≤ q1 ≤ 2π

π≤ q2 ≤ 17π

12
0.07 m≤ D−d ≤ 0.18 m
0.20 m≤ La ≤ 0.6 m
0.20 m≤ Lb ≤ 1.0 m

3.1 Resolution approach
There are different ways to resolve this problem: The

most usual one consists of treating successively the objec-
tives (the result may give advantage to extreme solutions).
Other techniques consist in transforming the multi-objective
optimization problem into a single-objective optimization
problem, for which there exist various methods (goal attain-
ment, method of compromise, etc.). In our case, the above
optimization problem can be resolved by transforming it into
a single-objective optimization problem using the own in-
equality constraint method [27], keeping only one objective
function and transforming the others in the form of inequali-
ties.
Presentation of the method:
Let us consider the following problem of multi-objective op-
timization:

Find a vector P∗ = [p∗1, p∗1, · · · , p∗n]
T that:

Minimizes F(P) = [ f1(P), f2(P), ..., fk(P)]T

with: gm(P)≤ 0 (m inequality constraints)
and hl(P) = 0 (l equality constraints)
P∗ ∈ Rn : Vector of the decision variables
F(P∗) ∈ Rk : Vector of the objectives function
g(P∗) ∈ Rm : Vector of inequality constraints
h(P∗) ∈ Rl : Vector of equality constraints

To transform this Multi-optimization problem into a Single-
optimization problem, we propose to proceed as follows:

– We choose an objective to optimize as a priority;
– We choose an initial constraints vector;
– We transform the problem by keeping the priority objec-

tive and by transforming the other objectives into con-
straints of inequality. Consequently, we get:

Find a vector P∗ = [p∗1, p∗1, · · · , p∗n]
T that:

Minimizes fk(P)
With:
f1(P)≤ ε1
fk−1(P)≤ εk−1
gm(P)≤ 0 (m inequality constraints)
and hl(P) = 0 (l equality constraints)
P∗ ∈ Rn : Vector of the decision variables
F(P∗) ∈ Rk : Vector of the objectives function
g(P∗) ∈ Rm : Vector of inequality-constraints
h(P∗) ∈ Rl : Vector of equality-constraints

This set of constraints delimits the search space for search-
ing the optimal solution. By applying the proper Inequality
Constraints method on the problem defined in section 3, we
obtain:

– The workspace ( f1 = Sw) is chosen as a priority objec-
tive to optimize,

– The Kinematic performance ( f2 = κJ) objective func-
tion is transformed into constraint (κJ ≤ 5),

– ε=[5 −19π

12 2π
−17π

12 π -0.07 0.18 -0.20 0.45
-0.20 0.45]T is chosen as an initial constraints vector.

– The obtained single-objective optimization problem is
then given by:

Find a vector P∗ = [(D−d)∗,La∗,Lb∗]T that:
Minimizes Sw
Subject to:
κJ ≤ 5
19π

12 ≤ q1 ≤ 2π

π≤ q2 ≤ 17π

12
0.20 m≤ D−d ≤ 0.70 m
0.20 m≤ La ≤ 0.60 m
0.20 m≤ Lb ≤ 1.00 m

The choice of κJ ≤ 5 is justified by: When κJ→∞ (see equa-
tion (9)), J−1 becomes a singular matrix. Physically, this
means that the PAR2 parallel manipulator is in a singular
configuration, and when κJ → 1, in this case the configu-
ration is called isotropic and the robot end-effector has the
same facility to move in all the directions, which is highly
desirable. On the other hand, the PAR2 parallel manipula-
tor (which is dedicated to high-speed applications for a wide
range of assembly, picking, material handling, packaging,
quick transfer in micro-engineering, and pharmaceutical in-
dustries, etc.) loses his capacity of velocity. For this reason,
we have chosen κJ ≤ 5 to keep this capacity.
The results of workspace optimization are summarized in Ta-
ble 1.
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Table 1. Summary of the results of workspace optimization.
Vector P∗1 of the obtained

optimal geometric parameters
Optimal objective

function

D−d La Lb Sw

0.440 m 0.400 m 0.600 m 0.7477 m2

4 Tolerance synthesis of the PAR2 parallel manipulator
For the tolerance analysis, we use a deterministic

method based on numerical matrix analysis, this method re-
quires a linear relationship between the performance of the
system to be designed and the design variables. However,
the use of the dynamic model, which is often a non-linear
relationship (introduction of the couples required to actuate
the two joints), does not allow to give results.
In this paper, we do not pretend to obtain the tolerances of all
the parts (i.e. the design drawing which specify all of their
dimensions and tolerances). At our designer level, we give
only indications about the principal dimensions. In order
making the solution robust, we need to minimize the sensitiv-
ity to dimensional variations, i.e. the dimensional tolerances
must be small values, which makes the manufacturing cost
high. So, the problem is to minimize the manufacturing cost
while always respecting the constraint on the position error
(always less than 10 µm). As part of our technique for dimen-
sional tolerances calculation technique, a two-steps sequen-
tial approach is proposed. In the first step (first optimiza-
tion). The Tolerance Box method is used for the synthesis
of tolerances. It considers that a variation in the design vari-
ables, located on the hyper-ellipsoid boundary (ξ(‖δ f‖max)),
will generate a variation in performance of normal equal to
‖δ f‖max. The optimal dimensional tolerances ∆yiopt are cal-
culated by resolving the following optimization problem:


max

u

k

∏
i=1
|ui|

such that U(u1,u2, ...,uk) ∈ ξ(‖δ f‖max)
ui.Sign(Vi)≥ 0, i = 1, ...,k
| ui |≥ ∆yimin, i = 1, ...,k

∆yimin is the minimum allowed dimensional tolerance for the
variable ∆yiopt . The optimal tolerances ∆yiopt (Fig. 5) of the
design variables yi are straightforwardly deduced from the
vector U , solution of the previous optimization problem:

∆yiopt = |ui|, i = 1, ...,n (13)

Point U must belong to ξ(‖δ f‖max) if and only if
UT JT

y JyU = ‖δ fmax‖2
2. V is the eigenvector associated with

the maximum singular value of the Jacobian matrix of sen-
sitivity Jy. Knowing that the vector U(u1,u2, · · · ,uk) is none
other than the vector 4yopt (4y1opt ,4y2opt , · · · ,4ykopt),
then, the second step (second optimization) consists in op-
timizing the vector U(u1,u2, · · · ,uk) towards a more ro-

Fig. 5. Illustration of the tolerance box for design variables, k = 2.

bust solution (U∗(u∗1opt ,u
∗
2opt , · · · ,u∗kopt)).This optimization

requires the introduction of the design parameter sensitiv-
ity criterion. However, we must choose the parameter that
has the most influence on the robot sensitivity (i.e. 4y jopt ),
then we multiply this parameter by a reduction coefficient
K1 which will be determined later. Indeed, the choice of the
design variable for which the robot is more sensitive is made
in two ways :

– If a sensitivity study is performed, our design variable is
selected directly

– In case there is no sensitivity study, we perform tests
with our algorithm until the desired tolerances are ob-
tained.

After the determination of the tolerance 4y jopt , the opti-
mization calculation is repeated with the following new con-
straint :

u∗jopt = K1.u jopt j = 1, · · · ,m (14)

Such as : m: the number of main tolerances (errors).
In order not to have too tight tolerances of 4u∗jopt , it is
necessary to choose a value of the coefficient K1 such as
K1.u jopt ≤ 4u jopt , i.e. 0.7 ≤ K1 ≤ 0.9. The choice of the
coefficient K1, must be done so that the value of the tolerance
4u∗jopt , must not be lower than the value of the dimensional
tolerance tolerated for the variables u∗iopt . For the calculation
of the new dimensional tolerances, the following optimiza-
tion problem is solved:


max
4u∗opt

k

∏
i=1
|u∗iopt |

such that U ∗opt (u∗1opt ,u
∗
2opt , ...,u

∗
kopt) ∈ ξ

u∗jopt = K1.u jopt , j = 1, ...,m
| u∗iopt |≥ ∆y∗imin, i = 1, ...,k

Such as : ∆y∗imin: is the tolerance of the dimension yi which
has the main error δyi .
u jopt : is the parameter most influencing the sensitivity of the
robot.
Therefore, the new tolerance box, named Brahmia-BT shown
in Fig.6 contains wider tolerances and at the same time guar-
antees an accuracy that does not exceed 10 µm, and also does
not include defective parts (rejects). This technique makes
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Fig. 6. Illustration of tolerance boxes for optimal design variables,
k = 2.

it possible to decrease the tolerance of a single parameter
and increase the tolerances of all other parameters, making
the manufacture of the mechanisms less expensive. Fig.6 il-
lustrates our method of tolerance synthesis, compared to the
work done by Jianmin [8] and Caro [10]. We notice that the
tolerances box named Jianmin-BT is the largest but includes
defective parts (scrap), i.e. mechanisms whose norm of vari-
ations in performance is greater than ‖δ f‖max. While the tol-
erance box named Caro-BT is the largest one that does not
contain defective parts. Our tolerances box named Brahmia-
BT, in addition to not containing defective parts, it allows to
obtain larger tolerances with a minimum manufacturing cost
compared to the Caro-BT tolerances box.
To validate our approach, we applied it for the tolerances
synthesis of a parallel architecture manipulator called PAR2.
Based on the illustration of fig. 4, we have:

−→
OC = Di

−→
hi +Lai

−→ui +Lbi
−→vi +di

−→gi i = 1, · · · ,2 (15)

With:
−→
hi is the unit vector

−→
OPi
‖−→OPi‖2

,

−→ui is the unit vector
−−→
PiAi
‖−−→PiAi‖2

,

−→vi is the unit vector
−−→
AiBi
‖−−→AiBi‖2

,

−→gi is the unit vector
−→
BiC
‖−→BiC‖2

,


−→
h1 =−→x ,

−→
h2 =

−→−x
−→u1 = cos(q1)

−→x − sin(q1)
−→z ,−→u2 = cos(q2)

−→x − sin(q2)
−→z

−→v1 =−cos(ψ1)
−→x − sin(ψ1)

−→z ,−→u2 =−cos(ψ2)
−→x − sin(ψ2)

−→z
−→g1 =−−→x ,−→g2 =−→x

(16)
If we consider only the dimensional variations, we obtain
after differentiation of equation (15) the following relation :

δ
−→
OC = δDi

−→
hi +δLai

−→ui +δLbi
−→vi +δdi

−→gi (17)

Where:
−→
OC : Variation of the end-effector position, its com-

ponents are :[δy δz]T

δDi: Represents the variation of the lenght Di (nominal
lenght Di = 0.275 m)
δLai: Represents the variation of the lenght Lai (nominal
lenght Lai = La = 0.4 m )
Lbi: Represents the variation of the lenght Lbi (nominal
lenght Lbi = Lb = 0.6 m)
di: Represents the variation of the lenght di(nominal lenght
di = 0.055 m)
The relationship between the position error of the end-
effector C, δ fi and the dimensional variations δDi, δLai,
δLbi, and δdi, can be expressed by the following equation:

δ f = Jyδy (18)

With :

Jy =

(
1 cos(q1) −cos(ψ1) −1 −1 −cos(q2) cos(ψ2) 1
0 −sin(q1) −sin(ψ1) 0 0 −sin(q2) −sin(ψ2) 0

)
and: δy= [δD1 δLa1 δLb1 δd1 δD2 δLa2 δLb2 δd2]

T
1x8

The sensitivity matrix S (see Appendix, equa-
tion (22)) is a semi-positive definite matrix, hence
rank(S) = 2 < k(k = 8,λ1 = λ2 = λ3 = λ4 = λ5 = λ6 = 0).
Equation (23) represents a family of hyper-cylindroids, each
cylindroid has two infinite principal axes.
From equation (23), the eigenvalues of the most constraining
cylindroid are calculated. These eigenvalues are given by:
λ1 = λ2 = λ3 = λ4 = λ5 = λ6 = λ7 = 0.5607,λ8 = 7.4393.
From equation (25), one can deduce : Y 2

r = (0.01)2 =
0.0001(‖δ f‖2

2 = (0.01)2, which is an imposed value). Let
us now take the modification coefficient K2 = 0.03 [32, 33].
The eigenvalues of the feasible space can be obtained
from equation (26). These eigenvalues are given by
λ̂1 = λ̂2 = λ̂3 = λ̂4 = λ̂5 = λ̂6 = 0.1021. = λ̂7 = 0.5607,
= λ̂8 = 7.4393. With the eigenvalues and eigenvectors Pi
previously obtained, the characteristic matrix Ŝ = PD̂PT (see
equation (28)) can then be constructed. The critical ellipse
(noted ξcrit ) used in the optimization problem to calculate
the optimal tolerances is that corresponding to the angles
qi and ψi. The robot posture equivalent to this position is
shown at point P1 in fig.7. To calculate the dimensional
tolerances ∆Diopt , ∆Laiopt , ∆Lbiopt and ∆diopt , of the lengths
Di, Lai, Lbi, and di, respectively, the following optimization
problem is proposed:


max

u
|u1 u2 u3 u4 u5 u6 u7 u8|

such that U(u1 u2 u3 u4 u5 u6 u7 u8) ∈ ξcrit
ui.Sign(Vi)≥ 0, i = 1, ...,8
|ui| ≥ 0.5 µm, i = 1, ...,8

The constraint |ui| ≥ 0.5 µm is the tolerated dimensional tol-
erance for the variables δDi,δLai,δLbi and δdi. The solution
of the optimization problem is calculated using the Matlab
function fmincon. The ”interior-point” algorithm is by de-
fault used by the fmincon function. The same results are ob-
tained using the algorithms: ”SQP” as well as ”active-set”.
Additionally, in order to overcome the problem of local min-
imums, another technique called ”GlobalSearch” from Mat-
lab was used, which offers the possibility to find the global
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Fig. 7. Illustration of the Pi points in the workspace of the PAR2
PKM.

minimum. The obtained results are practically the same as
those obtained with the fmincon function. We notice that
the fmincon function (in Matlab environment) implements
four different algorithms: interior point, SQP, active set,
and trust-region-reflective. The obtained results are summa-
rized in table 2 (−∆Diopt ≤ δDi≤∆Diopt ,−∆Laiopt ≤ δLai≤
∆Laiopt ,−∆Lbiopt ≤ δLbi ≤ ∆Lbiopt ,∆diopt ≤ δdi ≤ ∆diopt .
For the sake of graphic interpretation, the sensitivity ellipses
and the corresponding tolerance box unfortunately cannot be
represented graphically.

4.1 Optimization of the ∆yopt

After several tests carried out on all dimensional toler-
ances of the robot parameters, we found that the dimensional
tolerances 4Lb1opt and 4Lb2opt are the most influential on
the sensitivity of the robot (end-effector accuracy). Then,
the dimensional parameter that will be targeted by the
reduction are4Lb1opt and4Lb2opt . Therefore, according to
equation (14), the values of dimensional tolerances ∆Lb∗1opt
and ∆Lb∗2opt are calculated as follows:

{
∆Lb∗1opt = K1.∆Lb1opt

∆Lb∗2opt = K1.∆Lb2opt

Such as ∆Lb∗1opt corresponds to u∗3opt and ∆Lb∗2opt corre-
sponds to u∗7opt .
If we take K1 = 0.7, then the values of ∆y∗jopt are therefore:
∆Lb∗1opt = ∆Lb∗2opt = 1.02280 µm. The calculation of the
new optimal robust values of dimensional tolerances ∆y∗iopt
is performed by the following optimization problem:



max
4y∗opt

8

∏
i=1
|u∗iopt |

such that U∗opt(u
∗
1opt , · · · ,u∗8opt) ∈ ξ

u∗3opt = 1.0228 µm
u∗7opt = 1.0228 µm
|u∗iopt | ≥ 0.5 µm, i = 1, ...,8

Fig. 8. Illustration of a typical cost-tolarance relationship.

Where ∆y∗imin is the minimum tolerance of the length yi. As-
suming that ∆y∗imin = 0.5µm, The solution of the optimization
problem converges on the results mentioned in Table 3. The
fmincon function of the Matlab is used to solve the optimiza-
tion problem.
According to Fig.8 [34], when the precision of a machined
part is required, its manufacturing cost is increased.
In our case, we tried to obtain a compromise, in fact, the
tolerances obtained guarantee an end-effector position error
lower than 10 µm whatever the configuration of the end-
effector in the manipulator workspace in equation (21) in the
appendix:

‖ ‖δ f‖2
2 = δ f T

δ f = δyT JT
y Jyδy

It is worth to note that the dimensional tolerances obtained
are not too tight, making the manufacturing cost minimal.

4.2 Interpretation of results
To validate our design method, two types of dimensional

tolerances were reduced. One concerns the most influential
parameters (∆Lbiopt on the sensitivity of the robot, where
these parameters have been reduced from its initial values
by 30%. However, the search for the largest tolerance box
that does not include defective parts, led to the increase of
all other tolerances (The vector ∆y∗opt after the 2nd optimiza-
tion with decrease of ∆Lb1opt and ∆Lb2opt in Table 3). In
this case, the mean value of the position errors for the 13
robot postures (∆Cmean) was decreased from its initial value
of 13.93%, which implies an improvement in the robot’s ac-
curacy (Fig.9).
The second reduction concerns the least influential parameter
on the sensitivity of the robot,i.e. having a non-main error.
This parameter, which is the dimensional tolerance ∆Diopt ,
has been reduced by 30% from its initial value. The search
for the largest tolerance box that does not include defective
parts, led to the increase of all other tolerances (The vector
∆y∗opt after the 2nd optimization with decrease of D1opt and
D2opt in Table 3). However, the mean value of the position
errors was increased from its initial value of 10.07 %, which
caused the decrease of the accuracy (Fig.10 this can be ex-
plained by the contribution of the main parameters ∆Lb jopt
with the other parameters to the increase of the mean value
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Table 2. Optimized Tolerances (µm).
u1 u2 u3 u4 u5 u6 u7 u8

-1.2507 -1.2606 1.4611 1.2535 1.2549 1.2426 -1.4611 -1.2563

∆D1opt ∆La1opt ∆Lb1opt ∆d1opt ∆D2opt ∆La2opt ∆Lb2opt ∆d2opt

1.2507 1.2606 1.4611 1.2535 1.2549 1.2426 1.4611 1.2563

Table 3. Tolerances values (µm) for first and second optimization and for K1 = 0.7.
K1 optimisation The vector ∆yopt

after the 1st optimization
The vector ∆y∗opt after the 2nd
optimization. Reduction of
∆Lb1opt and ∆Lb2opt

Percentage increase in
vector tolerances ∆yopt
(%)

The vector ∆y∗opt after the 2nd
optimization. Reduction of
∆D1opt and ∆D2opt

Percentage increase in
vector tolerances ∆yopt
(%)

∆D1 1.250765609 1.371879358 9.68 0.875535965 -30

∆La1 1.260668779 1.409300567 11.78 1.394661933 10.62

∆Lb1 1.46115230 1.022807173 - 30 1.606111709 9.92

∆d1 1.25357669 1.398254927 11.54 1.375005988 9.68

∆D2 1.2549431 1.367378340 8.95 0.878460239 -30

∆La2 1.24262799 1.293948264 4.13 1.365709043 9.9

∆Lb2 1.461152396 1.022806135 - 30 1.606113004 9.92

∆d2 1.256372776 1.423541509 13.3 1.376351467 9.54

∆Cmean 3.729385284 3.209646693 Increase in accuracy by
13.93 %

4.105031894 Decrease in accuracy by
10.07 %

0 2 4 6 8 10 12 14

The P points in the W workspace
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Fig. 9. Variation of the position error. Case : decrease in ∆Lbiopt .
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Fig. 10. Variation of the position error. Case : decrease in ∆Diopt .

of the errors ∆Cmean.
Fig.11 displays the variation of the position error (accu-

racy) as a function of the dimensional variations δDi , δLai,
δLbi and δdi (i = 1,2) and that δDi , δLai, δLbi and δdi be-
tween−∆D∗iopt and ∆D∗iopt ,−∆La∗iopt and ∆La∗iopt ,−∆Lb∗iopt

Fig. 11. Effects of dimensional variations δD∗iopt ,δLa∗iopt ,δLb∗iopt ,
and δd∗iopt on robot accuracy (according to variation number).

and ∆Lb∗iopt ,−∆d∗iopt and ∆d∗iopt respectively, for the thirteen
robot’s postures (Fig. 7) (the variation number represents the
iteration number of the position error calculation loop). It
can be observed that the position error is always less than
or equal to 10 µm. This figure shows that the robot is very
sensitive to small dimensional variations. Fig.11 shows the
robustness of our design. It has a precision that is less tight
compared to the precision of the other ellipses.

When
2

∑
i=1

(δDi + δLai + δLbi + δdi) tends to zero, the accu-

racy is maximum and it is minimal when
2

∑
i=1

(δDi + δLai +

δLbi +δdi) is maximum. If the accuracy is minimal, our de-
sign is always robust since the position error is always less
than or equal to 10 µm.
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5 Conclusion
In this work, a sequential procedure for modeling, di-

mensioning and tolerance synthesis of PAR2 parallel manip-
ulator is presented. A robust deterministic method for the
analysis and synthesis of mechanism tolerance is used. Af-
ter the determination of the most influential parameters on
the sensitivity of the robot, they are introduced into the cal-
culation of dimensional tolerances. This procedure allowed
us to calculate the optimal tolerance box (Brahmia-TB) of
the PAR2 parallel manipulator, so the dimensional tolerances
are extracted from this box. To plot the sensitivity ellipses,
a theory describing the performance sensitivity distribution
has been introduced. To calculate the dimensional tolerances
of the robot links lengths, an optimization problem is for-
mulated whose objective function deals with maximizing the
space of the tolerance box included in the most constrain-
ing sensitivity ellipse. The values of the dimensional toler-
ances found are robust values. However, even if these values
are not too tight, they always keep the accuracy under the
boundary of 10 µm. The use of the data from this analysis
allowed us to show the influence of dimensional tolerances
on the performance of the robot. Accuracy is an illustrated
parameter to indicate their sensitivity to small dimensional
variations.
This design approach allows to increase the dimensional tol-
erances of 6 geometric parameters of the PAR2 robot (which
present 75% of the total number of parameters) compared to
the tolerances calculated by Caro-BT, and despite this, the
robot’s accuracy has been improved by 13.93%, this can be
explained as follows: the position error is very sensitive to
the variation of the influential geometric parameters (∆Lb1
and ∆Lb2 in our case). Indeed, our design method makes
it possible to produce a robust and optimal mechanism that
meets the requirements of the specifications (in terms of pre-
cision) with a minimum manufacturing price.
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Appendix
To define a robust design problem, three sets need to be

defined, namely [10]:

1. The design variables of a mechanism are generally its
dimensions (lengths, orientation, etc.) whose nominal
values are controllable. These variables are gathered in
the vector y = [y1 y2 . . .yn]

T of dimension.
2. The design parameters describing the system environ-

ment. They cannot be tuned by the designer. These pa-
rameters are gathered in the vector h = [h1 h2 . . .hl ]

T of
dimension l.

3. The performance functions are grouped in the vector
f = [ f1 f2 . . . fm]

T of dimension m.

If we consider that only the effect of the design variables on
both production and design of the system, then the variation
in performance caused by the variation in the design vari-
ables can be expressed by the following linear expression :

δ f = Jyδy (19)

With: Jy is the Jacobian sensitivity matrix describing the ef-
fect of design variables on the system performance.
δy= [δy1 δy2 . . .δyn]

T is the vector of variations of the design
variables. It should be noted that the random components of
δy are independent and the expanded space by these compo-
nents of δy is of dimension n. This space is called variation
space [8]. For the design of a mechanism to be robust, the
sensitivity of its performance to variations in the design vari-
ables must be minimal. It is to minimize the variations of
fi , i.e the norm of δ f . The expression of the square of the
Euclidean norm of δ f is then defined as follows:

‖δ f‖2
T = δ f T

δ f = δyT JT
y Jyδy (20)

Putting:

S = JT
y Jy (21)

S represents the sensitivity matrix is of dimension n× n. It
has n eigenvectors and n eigenvalues, its rank is equal to the
number of positive eigenvalues. This matrix S is diagonaliz-
able and can be rewritten as follows:

S = Pdiag(λi)PT (22)

With P = [p1, . . . , pi, . . . , pn], i ∈ 1, . . . ,n and λi is the ith
eigenvalue and pi is the eigenvector associated to the eigen-
value λi. In the space of variations (of dimension n), the
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Fig. 12. Illustration of the hyper-ellipsoid of sensitivity, for n = 3.

equation that characterizes geometrically the performance
sensitivity distribution is given by [10]:

‖δ f‖2 =
√

λ1r2
1 + . . .+λnr2

n (23)

Where r = [r1, . . . ,rn]
T is the projection of the vector of vari-

ations of the design variables in the base formed by the col-
umn vectors of P, hence :

δy = Pr (24)

If the matrix S is positive definite, i.e. rank(S) = n, λi > 0,
i = 1,2, . . . ,n. Equation (23) represents a family of hyper-
ellipsoids of dimension n and the parameter ‖δ f‖2 is called
sensitivity hyper-ellipsoids.
Fig. 12 shows the hyper-ellipsoid of sensitivity of a mecha-
nism with three design variables : y1, y2 and y3. ‖δ f‖2√

λi
is the

length of the ith half-axis. The lengths of the half axes are
inversely proportional to the singular values σi(σi =

√
λi) of

Jy. The points on the surface of the ellipse have the same
norm of performance variation ‖δ f‖2. The performance is
less sensitive to variations in the direction of p1 and more
sensitive to variations in the direction of p3. If the matrix
S is a semi-positive definite matrix, then rank(S) = r < n,
λ1 = λ2 = . . .= λn−r = 0 and 0 < λn−r+1 ≤ λn−r+2 ≤ . . .≤
λn. Equation (24) describes a family of hyper-cylindroids;
each cylindroid has (n− r) infinite principal axes. In prac-
tice, we need to reduce the infinite lengths of the main axes of
a cylindroid to some reasonable lengths, since the linear rela-
tionship between δ f and δy in equation (20) is only valid for
‖δy‖2 relatively small. The method for tuning the lengths of
the principal axes is as follows [8]: In a new space called fea-
sible space, such as S f = δy,δyT Sδy≤ Y 2

r , Y 2
r : is the squared

sum of the individual performance of the tolerance, hence:

‖δ f‖2
2 =

m

∑
i=1

∆G∗i = Y 2
r (25)

Such that, G∗i , i = 1, . . . ,n are the performance tolerances.
Jianmin [8], proposed a new expression of eigenvalues λi as

follows:

λ̂i = max(λi,
Y 2

r

K2‖Ŷ‖2
2
), i = 1, . . . ,n (26)

and the n principal axis lengths are:

ai =
Yr√

λ̂i

(27)

Where K2 is a modification coefficient, that can be chosen
between 0.03 and 0.05 according to [32, 33].

‖Ŷ‖2 =
√

ŷ2
1 + ŷ2

2 + . . .+ ŷ2
n (28)

Where ŷi denotes the nominal values of design variables. A
matrix Ŝ can then be reconstructed as follows:

Ŝ = PD̂PT (29)

With: D̂ = diag(λ̂1, λ̂2, . . . , λ̂n), and Ŝ is called the character-
istic design matrix corresponding to the feasible space.
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