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In the last years, several quantum algorithms that try to address the problem of partial differential
equation solving have been devised. On one side, “direct” quantum algorithms that aim at encoding
the solution of the PDE by executing one large quantum circuit. On the other side, variational
algorithms that approximate the solution of the PDE by executing several small quantum circuits
and making profit of classical optimisers. In this work we propose an experimental study of the
costs (in terms of gate number and execution time on a idealised hardware created from realistic
gate data) associated with one of the “direct” quantum algorithm: the wave equation solver devised
in [PCS. Costa, S. Jordan, A. Ostrander, Phys. Rev. A 99, 012323, 2019]. We show that our
implementation of the quantum wave equation solver agrees with the theoretical big-O complexity
of the algorithm. We also explain in great details the implementation steps and discuss some
possibilities of improvements. Finally, our implementation proves experimentally that some PDE
can be solved on a quantum computer, even if the direct quantum algorithm chosen will require
error-corrected quantum chips, which are not believed to be available in the short-term.

I. INTRODUCTION

Quantum computing has drawn a lot of attention in the last few years, following the successive announcements from
several world-wide companies about the implementation of quantum hardware with an increasing number of qubits
or reduced error rates [4, [8, 9] 12| [52].

Along with the hardware improvement, new quantum algorithms were discovered, yielding potential quantum
speed-up and applications in various fields such as quantum chemistry [23], linear algebra [22] [38] [0l 4T, 55, [66]
or optimisation [35] 42] [43]. Recent works even show that differential equations may be solved by using a quantum
computer [IT], 16| 2], 25| 26], 37, 46, 51, 58| 62 [65]. But despite the large number of algorithms available, it is hard
to find an actual implementation of a quantum differential equation solver, Hamiltonian simulation being the unique
exception by solving the time-dependant Schrodinger equation.

In this work, we present and analyse a quantum wave equation solver we implemented from scratch according
to the algorithm depicted in [32]. During the solver implementation, we had to look for a Hamiltonian Simulation
procedure. The implementations we found being too restricted, we decided to implement our own Hamiltonian
Simulation procedure, which will also be analysed.

To the best of our knowledge, this work is the first to analyse experimentally the characteristics of a quantum
PDE solver. Such a study has already been performed on the HHL algorithm, in [54]. We checked that the practical
implementation agrees with the theoretical asymptotic complexities on several quantities of interest such as the total
gate count with respect to the number of discretisation points used or the precision, the number of qubits required
versus the number of discretisation points used to approximate the solution or precision of the solution when compared
to a classical finite-difference solver. Finally, we verified that the execution time of the generated quantum circuit on
today’s accessible quantum hardware was still following the theoretical asymptotic complexities devised for the total
gate count. Quantum hardware data were extracted from IBM Q chips.

We show experimentally that it is possible to solve the 1-dimensional wave equation on a quantum computer
with a time-complexity that grows as O (N;’/ 2 log (Nd)Q) where Ny is the number of discretisation points used to

approximate the solution. But even if the asymptotic scaling is better than classical algorithms, we found out that
the constants hidden in the big-O notation were huge enough to make the solver less efficient than classical solvers
for reasonable discretisation sizes.
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II. PROBLEM CONSIDERED

We consider a simplified version of the wave equation on the 1-dimensional line [0, 1] where the propagation speed
c is constant and equal to 1. This equation can be written as

0? 0?

20, 0) = 550l ). (1)
Moreover, we only consider solving eq. with the Dirichlet boundary conditions

0 0

No assumption is made on initial speed ¢(x,0) and initial velocity %‘f(z, 0).

The resolution of this simplified wave equation on a quantum computer is an appealing problem for the first
implementation of a PDE solver for several reasons. First, the wave equation is a well-known and intensively studied
problem for which a lot of theoretical results have been verified. Secondly, even-though it is a relatively simple PDE,
the wave equation can be used to solve some interesting problems such as seismic imaging [I3], 14]. Finally, the
theoretical implementation of a quantum wave equation solver has already been studied in [32].

In this paper, we present the complete implementation of a 1-dimensional wave equation solver using quantum
technologies based on qat library. To the best of our knowledge, this work is the first to consider the implementation
of an entire PDE solver that can run on a quantum computer. Specifically, we explain all the implementation details of
the solver from the mathematical theory to the actual quantum circuit used. The characteristics of the solver are then
discussed and analysed, such as the estimated gate count and estimated execution time on real quantum hardware.
We show that the implementation follows the theoretical asymptotic behaviours devised in [32]. Moreover, the wave
equation solver algorithm relies critically on an efficient implementation of a Hamiltonian simulation algorithm, which
we have also implemented and analysed thoroughly.

IIT. ITMPLEMENTATION

The algorithm used to solve the wave equation is explained in [32] and uses a Hamiltonian simulation proce-
dure. |Costa et al.| chose the Hamiltonian simulation algorithm described in [20] for its nearly optimal theoretical
asymptotic behaviour. We privileged instead the Hamiltonian simulation procedure explained in [I0, [I7] for its good
experimental results based on [27] and its simpler implementation (detailed in appendix [Al).

The code has been written using qat, a Python library shipped with the Quantum Learning Machine (QLM), a
package developed and maintained by Atos. It has not been extensively optimized yet, which means that there is still
a large room for possible improvements.

All the circuits used in this paper have been generated with a subset of qat’s gate set:

and have then been translated to the gate set

{Ul (/\) ’ U2 ()‘7 ¢) ) U3 ()‘7 ¢a 6) ’ CNOT} (4)
for Uy, Uy and Us defined in Equation (7) of [31] as follow:
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Note 1. The target gate set presented in eq. does not correspond to the physical gate set implemented by IBM
hardware (see Equation (8) of [31]). This choice is justified by the fact that IBM only provides hardware characteristics
such as gate times for the gate set of eq. and not for the real hardware gate set.

This implementation aims at validating in practice the theoretical asymptotic complexities of Hamiltonian simula-
tion algorithms and providing a proof-of-concept showing that it is possible to solve a partial differential equation on
a quantum computer.

A. Sparse Hamiltonian simulation algorithm

Definition 1. s-sparse matriz: A s-sparse matrix with s € N* is a matrix that has at most s non-zero entries per
row and per column

Definition 2. sparse matriz: A sparse matrix is a s-sparse matrix with s € O (log(N)), N being the size of the
matrix.

In the past years, a lot of algorithms have been devised to simulate the effect of a Hamiltonian on a quantum
state [T7H20, 24, 29] 44, [47H50L [57]. Among all these algorithms, only few have already been implemented for specific
cases [3, [7] but to the best of our knowledge no implementation is currently capable of simulating a generic sparse
Hamiltonian.

The domain of application of the already existing methods being too narrow, we decided to implement our own
generic sparse Hamiltonian simulation procedure. We based our work on the product-formula approach described
in [10, [17]. One advantage of this approach is that product-formula based algorithms have already been thoroughly
analysed both theoretically [10, [I7] and practically [27],[54], and several implementations are publicly available, though
restricted to Hamiltonians that can be decomposed as a sum of tensor products of Pauli matrices. Moreover, [10]
provides a lot of implementation details that allowed us to go straight to the development step.

Our implementation is capable of simulating an arbitrary sparse Hamiltonian provided that it has already been
decomposed into a sum of 1-sparse Hermitian matrices with either only real or only complex entries, each described
by an oracle. The implementation has been validated with several automated tests and a more complex case involving
the simulation of a 2-sparse Hamiltonian and described in section [[ITB] Furthermore, it agrees perfectly with the
theoretical complexities devised in [10} 7] as studied and verified in section

B. Quantum wave equation solver

Using the Hamiltonian simulation algorithm implementation, we successfully implemented a 1-dimensional wave
equation solver using the algorithm described in [32] and explained in appendix Bl and appendix

For the specific case considered (eq. (1)) and eq. ), solving the wave equation for a time 7" on a quantum computer
boils down to simulating a 2-sparse Hamiltonian for a time f(T"), the function f being thoroughly described in [32] and
eq. . The constructed quantum circuit can then be applied to a quantum state representing the initial position
¥(x,0) and velocity %(az, 0), and will evolve this state towards a quantum state representing the final position ¢(z,T)
and velocity %‘f(x, T).

As for the Hamiltonian simulation procedure, the practical results we obtain from the implementation of the
quantum wave equation solver seems to match the theoretical asymptotic complexities. See section [[V]for an analysis
of the theoretical asymptotic complexities.

IV. RESULTS

Using a simulator instead of a real quantum computer has several advantages. In terms of development process,
a simulator allows the developer to perform several actions that are not possible as-is on a quantum processor such
as describing a quantum gate with a unitary matrix instead of a sequence of hardware operations. Another useful
operation that is possible on a quantum simulator and not currently achievable on a quantum processor is efficient
generic state preparation.

Our implementation uses only standard quantum gates and does not leverage any of the simulator-only features such
as quantum gates implemented from a unitary matrix. In other words, both the Hamiltonian simulation procedure
and the quantum wave equation solver are “fully quantum” and are readily executable on a quantum processor,
provided that it has enough qubits. As a proof, and in order to benchmark our implementation, we translated the
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generated quantum circuits to IBM Q Melbourne gate-set (see eq. ) IBM Q Melbourne [2] is a quantum chip with
14 usable qubits made available by IBM the 23t of September, 2018.

Note 2. We chose IBM Q Melbourne mainly because, at the time of writing, it was the publicly accessible quantum
chip with the larger number of qubits and so was deemed to be the closest to future quantum hardware. It is important
to note that even if IBM Q@ Melbourne has 14 qubits, the quantum circuits constructed in this paper are not runnable
because they require more qubits. Consequently, because of this hardware limitation, hardware topology has also
been left apart of the study.

This allowed us to have an estimation of the number of hardware gates needed to either solve the wave equation or
simulate a specific Hamiltonian on this specific hardware. Combining these numbers and the hardware gate execution
time published in [6], we were able to compute a rough approximation of the time needed to solve the considered
problem presented in eq. and eq. on this specific hardware.

A. Hamiltonian simulation

As explained in section [ITT A] the Hamiltonian simulation algorithm implemented has been first devised in [10], [17].
A quick review of the algorithm along with implementation details can be found in appendix [A] This Hamiltonian
simulation procedure requires that the Hamiltonian matrix H to simulate can be decomposed as

H=>Y Hj 9)

where each H; is an efficiently simulable Hermitian matrix.

In our benchmark, we simulated the Hamiltonian described in eq. . According to [I0], real 1-sparse Hermitian
matrices with only 1 or 0 entries can be simulated with O (n) gates and 2 calls to the oracle, n being the number of
qubits the Hamiltonian H acts on. The exact gate count can be found in table |I| in the row 1-sparse HS.

Let O; be the gate complexity of the oracle implementing the i*" Hermitian matrix H; of the decomposition in
eq. @D, we end up with an asymptotic complexity of O (n + O;) to simulate H;. Once again, the exact gate count is
decomposed in table I}

Applying the Trotter-Suzuki product-formula of order k (see Definition deﬁnitionin appendixfor the definition
of the Trotter-Suzuki product-formula) on the quantum circuit simulating the Hermitian matrices produces a circuit
of size

m
@ (5’“ > (n+ Oi)> : (10)
i=1
This circuit should finally be repeated r times in order to achieve an error of at most €, with
1
reo(shur(")%). (1)
€

and 7 = tmax; ||H;||, t being the time for which we want to simulate the given Hamiltonian and || - || being the
spectral norm [I7].

Merging eq. and eq. gives us the complexity

o <5ka7<”27)21k i(n—FOi)). (12)

i=1

This generic expression of the asymptotic complexity can be specialized to our benchmark case. The number of gates
needed to implement the oracles is O (nQ) and the chosen decomposition contains m = 2 Hermitian matrices, each
with a spectral norm of 1. Replacing the symbols in eq. and eq. results in the asymptotic gate complexity
of

O (5%n?) (13)



—iHt/T and a number
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of repetitions, which lead to a total gate complexity of

0 <5an2t(ﬁ> 22) . (15)

In order to check that our implementation follows this theoretical asymptotic behaviour, we chose to let k£ = 1 and
plotted the number of gates generated versus the three parameters that have an impact on the number of gates: the

number of discretisation points Ny (fig. [1(a)]), the time of simulation ¢ (fig. [1(b)) and the precision € (fig. [1(c)). The
corresponding asymptotic complexity should be

o (ﬁi/:) =0 <1og2 (Nd)Qtj//:> : (16)

for the circuit simulating e

A small discrepency can be observed in fig. [1(a)f the theoretical asymptotic number of gates is O (log2 (N )2> but

the experimental values seem better fitted with an asymptotic behaviour of O (log2 (N )7/ 4). This may be caused by

the asymptotic regime not being reached yet.

B. Wave equation solver

The first characteristic of the wave equation solver that needs to be checked is its validity: is the quantum wave
equation solver capable of solving accurately the wave equation as described in eq. and eq. ?

To check the validity of the solver, we used qat simulators and Atos QLM to simulate the quantum program
generated to solve the wave equation with different values for the number of discretisation points Ny, for the physical
time t and for the precision e. fig. [3| shows the classical solution versus the quantum solution and the absolute error
between the two solutions for Ny = 32, t = 0.4 and € = 10~3. The solution obtained by the quantum solver is nearly
exactly the same as the classical solution obtained with finite differences. The error between the two solutions is of
the order of 10~7, which is 4 orders of magnitudes smaller than the error we asked for.

Once the validity of our solver has been checked on multiple test cases, the next interesting property we would
like to verify is the asymptotic cost: does the implemented simulator seem to agree with the theoretical asymptotic
complexities derived from [32] and [17]7

In our specific case, the Hamiltonian H to simulate can be decomposed in two 1-sparse Hermitian matrices, both
of them having a spectral norm of 1. The exact decomposition can be found in appendix [B3l We chose to let the
product-formula order be equal to k = 1 and reuse the asymptotic complexity found in eq. by changing the time

of simulation ¢ by the time f(¢):
o (52kn2f(t) (f(:)> 2k> . (17)

ft) = =t(Na—1) (18)

Following the study performed in [32],

where dz is the distance between two discretisation points. Moreover, it is possible to prove (see appendix [B 3|) that
n = [logy(2Ny — 1)] (19)
Replacing f(t) and n in eq. and eq. gives us a gate complexity of

O (5" 1og, (Na)*) (20)
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FIG. 1. Number of quantum gates needed to simulate the Hamiltonian described in appendix using the oracles implemented
following appendix [C| Graphs ienerated with a Trotter-Suzuki product-formula order k = 1, 32 discretisation points (i.e. n = 6

qublts for fig. [L(b)[ and fig. [L(c)| a physical time ¢ = 1 for fig. and fig. and a precision € = 107° for fig. and
fig. [L(b)}

iHt/r

to construct a circuit simulating e~ and a number of repetitions

re0|5hN, <tNd> . (21)
€

Merging the two expression results in a gate complexity of

1
tNg\ 7*
O [ 5%t Nylogy(Ng)? (:) . (22)

Choosing the Totter-Suzuki formula order k = 1 gives us a final complexity of
3/2 2 13/2
o (Nd/ log,(Ng) \ﬁ) (23)

to solve the wave equation presented in eq. . This theoretical result is verified experimentally in fig.
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FIG. 2. Plot of the number of logical qubits needed to run the wave equation solver for a time t = 1, a precision € = 1075
and a Trotter-Suzuki product-formula of order £k = 1. The constants values 11 and 3 have been chosen arbitrarily to fit the
experimental data. The number of physical qubits needed will depend on their error rate as noted in [36]. Multiplying the
number of logical qubits by 3 to 4 orders of magnitude might be a good estimate of the actual number of physical qubits
required.
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FIG. 3. Comparison of the classical solver and the quantum solver. Both solvers solved the 1-D wave equation with Ng = 32
discretisation points and a physical time of ¢t = 0.4. The classical solver uses finite-differences with a very small time-step in
order to avoid as much as possible errors due to time-discretisation. The quantum solver was instructed to solve the wave
equation with a precision of at least ¢ = 1073, used a Trotter-Suzuki order of & = 1. The solutions of the two solvers are
too close to be able to notice a difference (they overlap on the graph), that is why a second graph plotting the absolute error
between the two solvers is included.

V. DISCUSSION

In this work, we focus on the practical cost of implementing a 1-dimensional quantum wave equation solver on a
quantum computer. We show that a quantum computer is able to solve partial differential equations by constructing
and simulating the quantum circuits described. We also study the scaling of the solver with respect to several
parameters of interest and show that the theoretical asymptotic bounds are mostly verified.

In future works, one can study the possibilities of circuit optimisation. It would also be interesting to implement
Neumann boundary conditions instead of Dirichlet ones. A practical implementation including a non-constant prop-
agation speed c¢ has also been realised during the writing of this paper. The results were encouraging but were not
judged mature enought to include them in the paper. Finally, future works might want to extend the wave equation
solver to 2 dimensions or more.
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FIG. 4. Graphs generated with a Trotter-Suzuki product-formula order k = 1, a physical time ¢t = 1 and a precision ¢ = 107°.
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SUPPLEMENTARY MATERIAL

The implementation of the quantum wave equation solver is available at https://gitlab.com/cerfacs/qaths.
The gprof tool is available at https://gitlab.com/qcomputing/qprof/qprofl
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Appendix A: Product-formula implementation details
1. Hamiltonian simulation

Hamiltonian simulation is the problem of constructing a quantum circuit that will evolve a quantum state according
to a Hamiltonian matrix, following the Schréodinger equation. In other words, Hamiltonian simulation algorithms
generate a quantum circuit performing the unitary transformation U such that ||[U — e~ *#t|| < ¢, H being a given
Hamiltonian matrix, ¢ a time of evolution and € a precision with respect to || - ||, the spectral norm.

Several quantum algorithms have been developed in the last few years to solve the problem of s-sparse Hamiltonian
simulation [I7H20] 24] 29 44, 47H50, 57]. Among these algorithms we decided to implement the product-formula
approach [I0} 7], for the reasons presented in section

The product formula algorithm has three main steps: decompose, simulate, recompose. It works by first decom-
posing the s-sparse Hamiltonian matrix H that should be simulated as a sum of Hermitian matrices H; that are
considered easy to simulate

m—1

H=>H, (A1)

Jj=0

The second step is then to simulate each H; separately, i.e. to create quantum circuits implementing e *Hit for all the

Hj in the decomposition in eq. . The last step uses the simulations computed in step two to approximate e~ *#¢.
The very first questions that should be answered before starting any implementation of the product-formula algo-

rithm are “What is an easy to simulate matrix?” and “What kind of Hermitian matrices are easy to simulate?”.

2. Easy to simulate matrices

One of the most desirable properties for an “easy to simulate” matrix is the possibility to simulate it exactly, i.e.
to construct a quantum circuit that will perfectly implement e~*#*. This property becomes a requirement when one
wants rigorous bounds on the error of the final simulation. Another enviable property of these matrices is that they
can be simulated with a low gate number and only a few calls to the matrix oracle.

Definition 3 (Easy to simulate matrix). A Hermitian matrix H can be qualified as “easy to simulate” if there exist
an algorithm that takes as input a time ¢ and the matrix H and outputs a quantum circuit C'(H), such that
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—iHt e,

1. The quantum circuit C'(H), implements exactly the unitary transformation e
—iHt
|le="* — C(H),|| = 0.

2. The algorithm only needs O (1) calls to the oracle of H and O (log N) additional gates, N being the dimension
of the matrix H.

With this definition of an “easy to simulate” matrix, we can now search for matrices or group of matrices that
satisfy this definition.

a. Multiples of the identity

The first and easiest matrices that fulfil the easy to simulate matrix requirements are the multiples of the identity
matrix {al, o € R} with I the identity matrix. The quantum circuit to simulate this class of matrices can be found
in [63].

b. 1-sparse Hermitian matrices

A larger class of matrices that can be efficiently and exactly simulated are the 1-sparse, integer weighted, Hermitian
matrices. Quantum circuits simulating exactly 1-sparse matrices with integer weights can be found in [10].

Note 3. Procedures simulating 1-sparse matrices with real (non-integers) weights are also described in the paper,
but these matrices do not fall in the “easy to simulate” category because the procedures explained are exact only if
all the matrix weights can be represented exactly with a fixed-point representation, which is not always verified.

Note 4. Multiples of identity matrices presented in appendix are a special case of 1-sparse matrices. The two
classes have been separated because more efficient quantum circuits exists for o/ matrices.

3. Decomposition of H

Once the set of “easy to simulate” matrices has been established, the next step of the algorithm is to decompose
the s-sparse matrix H as a sum of matrices in this set.

There are two possible ways of performing this decomposition, each one with its advantages and drawbacks: applying
a procedure computing the decomposition automatically, or decompose the matrix H beforehand and provide the
decomposition to the algorithm.

The first solution, which is to automatically construct the oracles of the H; matrices from the oracle of the H matrix
has been studied in [I0] and [24]. Thanks to this automatic decomposition procedure, we only need to implement one
oracle. This simplicity comes at the cost of a higher gate count: each call to the automatically constructed oracles of
the matrices H; will require several calls to the oracle of H along with additional gates.

On the other hand, the second solution offers more control at the cost of less abstraction and more work. The
decomposition of H is not automatically computed and should be performed beforehand. Once the matrix H has
been decomposed as in eq. @, the oracles for the matrices H; should be implemented. This means that we should
now implement m oracles instead of only 1 for the first solution. The main advantage of this method over the one
using automatic-decomposition is that it gives us more control, a control that can be used to optimize even more the
decomposition of eq. (Al)) (less H; in the decomposition, H; matrices that can be simulated more efficiently, . ..).

All the advantages and drawbacks weighted, we chose to implement the second option for several reasons. First,
the implementation of the automatic decomposition procedure adds a non-negligible implementation complexity to
the whole Hamiltonian simulation procedure. Moreover, the automatic decomposition procedure can be implemented
afterwards and plugged effortlessly to the non-automatic implementation. Finally, our use-case only required to
simulate a 2-sparse Hamiltonian that can be decomposed as the sum of two 1-sparse, easy to simulate, Hermitian
matrices, which makes the manual decomposition step manageable.

4. Simulation of the H;

Once the matrix H has been decomposed following eq. (A1) with each H; being an “easy to simulate” matrix, the
simulation of H; becomes a straightforward application of the procedures described in appendix
After this step, we have access to quantum circuits implementing e ~*#s* for j € [0,m — 1] and t € R.
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0 1 2 Ng—2 Ng—1 Ny
o ox ® ox d ® ox ¢ ox ®
FIG. 5. Graph Gy, built from the discretisation of the 1-dimensional line [0, 1] with Ny discretisation points (i.e. oz = ﬁ)

5. Re-composition of the e *fi?

The ultimate step of the algorithm is to approximate the desired evolution e ~** with the evolutions e “*#i?. In the
special case of mutually commuting H;, this step is trivial as it boils down to use the properties of the exponential

function on matrices and write ¢t = ¢? 2 it — Hj e*Hit. But in the more realistic case where the matrices H; do

not commute, a more sophisticated method should be used to approximate the evolution e~**

the first-order Lie-Trotter-Suzuki product formula defined in Definition definition

. To this end, we used

Definition 4 (Lie-Trotter-Suzuki product formula [27,59,[60]). The Lie-Trotter-Suzuki product formula approximates

m—1
exp | A Z o Hj (A2)
§=0
with
m—1 0
Sy(\) = H e®iHiA/2 H e@iHiA/2 (A3)
7=0 j=m-—1

and can be generalized recursively to higher-orders
St (A) = [Sax—2 (peN)]* x a1 (1 = 4px) A) [Sak—a (px\)] (A4)
with pr = (4 — 41/(2’“*1))_1 for k > 1. Using this formula, we have the approximation

oo () vo (35

—iHt

We used the Lie-Trotter-Suzuki product formula with A = —it to approximate the operator e

2k+1
ecO (tn% )

up to an error of

Appendix B: Hermitian matrix construction and decomposition

One of the main challenge in implementing a quantum wave equation solver lies in the construction and implemen-
tation of the needed oracles. This appendix describes the first step of the implementation process: the construction
and decomposition of the Hamiltonian matrix that will be simulated using the Hamiltonian simulation procedure
introduced in appendix [A]

This appendix follows the analysis performed in [32] and adds details and observations that will be refereed to in
appendix [C] when dealing with the actual oracle implementation.

1. Hamiltonian matrix description

In order to devise the Hamiltonian matrix that should be simulated to solve the wave equation, the first step is
to discretise eq. with respect to space. Such a discretisation can be seen as a graph G, whose vertices are the
discretisation points and with edges between nearest neighbour vertices. The graph Gy, is depicted in fig.

The graph Laplacian of Gs,, defined as

deg(v;) ifi=jy
L(Gsg); ;=4 —1 if (i # j) A (v; adjacent to vj) (B1)
0 otherwise
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can then be used to approximate the differential operator 86722. By using the discretisation approximation

¢ Gi—1t —20it + Pit14
—(idx,t) ~ : : : B2
s i02.) =, (52)
with ¢, = ¢(idz,t), and approximating ¢(xz,t) with a vector ¢ = [¢;](;_p,. the matrix
A=—L 1G5 (B3)
= 6$2 dx
approximates the second derivative of ¢ when dx — 0 as
O((i — 1)0z,t) — 2¢(i0x, 1) + ¢((i + 1)dz,t)
[A¢), = = . (B4)
T
The approximation in eq. (B3] is then used in eq. to approximate the spatial derivative operator:
0? 1
9 = L(Gsa)o. B5
8t2 d) (53’,‘2 ( 5 )¢ ( )

Based on this formula, [32] shows that simulating

H= (]; ﬁ) (B6)

with
BB' = L(Gs,) (B7)

constructs a quantum circuit that will evolve a part of the quantum state it is applied on according to the discretised
wave equation in eq. .

A matrix B satisfying eq. can be obtained directly from the graph Gj, representing the discretisation. The
algorithm to construct the matrix B can be decomposed in three steps. First, the vertices (discretisation points)
should be arbitrarily ordered by assigning them a unique index in [0, Ny — 1]. Then, each edge of the graph is
arbitrarily oriented and indexed with indices in [0, Ny — 2]. Finally, B is computed with the following definition

1 if edge j is a self-loop of vertex 1,
) 1 if edge j has vertex ¢ as source,
Bij = —1 if edge j has vertex i as sink, ' (B8)

0 otherwise

Note that edges’ orientation and vertices/edges ordering is completely arbitrary. Changing either the edges orien-
tation on one of the orderings will change the matrix B but will not affect BB which should be equal to L(Gs,).
This freedom in the ordering and orientation choices takes a crucial importance in the oracle implementation as it
allows us to pick the ordering/orientation that will produce an easy-to-implement matrix B.

2. Dirichlet boundary conditions

Fixing boundary conditions is a requirement for most of the partial differential equations to admit a unique well-
defined solution. There exist several boundary conditions such as Neumann, Dirichlet, Robin or Cauchy ones. For
simplicity, we restricted ourselves to the study of eq. with Dirichlet boundary condition of eq. .

In the case of Dirichlet boundary conditions on the 1-dimensional line [0, 1], the two boundary nodes at = 0 and
x = 1 can be ignored as their value is always equal to 0. Moreover, [32] shows that the graph G2 representing the
discretisation with Dirichlet boundary conditions of eq. is simply G, with self-loops on the two outer nodes (i.e.
the ones indexed 1 and Ny — 2 as 0 and Ny — 1 are ignored). GéDx is depicted in fig. @ The algorithm to construct the
matrix B remain the same as explained in appendix
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FIG. 6. Graph GE, representing the discretisation of the 1-dimensional line [0,1] with Dirichlet boundary conditions. The
points and edges in grey are only drawn for illustration purpose and are ignored in the analysis because the boundary condition
impose a value of 0 on these vertices. Loops are added to G5, to encode the fact that this graph represents Dirichlet boundary
conditions. Vertices (resp. edges) are ordered with indices within [0, N. — 1] (resp. [0, Nc +1]). N, is the number of considered
points and is equal to Ng — 2 (the two extremal points are ignored).

3. Matrices construction

All the pieces are now in place to start building the matrix Bq € R(Ne=1*Ne  Using the definition of the matrix B
written in eq. (BS|) and the graph G(% depicted in fig. |§| we end up with

11 0 -0

By = 9_1 L (B9)
. .. .-. .. 0
0 0 —11

2 -1 0 0

-1 2 St
BaBi=|¢o - . - ol (B10)

L2 —1

0 0 -1 2

which validate the method of construction of Bjy.

Computing f[;, the Hamiltonian matrix that should be simulated to evolve the quantum state according to the
wave equation in eq. with Dirichlet boundary conditions, is now straightforward. Using eq. , we directly
obtain

0O ---- 011 0 ---0
0 -1 1
: 0
. O ------ 00 ---0 —-11
}szi 1 0 -+ 0 0 -+ «c« «-- 0 (B11)
ox .
1 -1
0 1 0
oo . =1 :
0 --- 0 1 0 - «ov == 0

As explained in appendix [A] the Hamiltonian simulation algorithm implemented requires that the Hamiltonian to
simulate is split as a sum of 1-sparse Hermitian matrices. There are a lot of valid decompositions for the matrix Hy
and we are free to choose the decomposition that will simplify the most the oracle implementation or reduce the gate
complexity.

We made the choice to decompose By as two 1-sparse matrices and then reflect this decomposition on Hy. Let By
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and B_; defined as

01 0 0
SRR IR
By = (B12)
0 -+ --- 0 1
1 0 - - --- 0
B, = 9 - (B13)
0 0 —-10
we have By = By + B_1. Let also
—~ 1 0 B — 1 0 B_;
Hy = — H_ {=— Bl14
1 CAR O =Er (A (B14)
it is easy to see that I;T/d = 171 + I?_/l and that both IZ and ﬁ: are 1-sparse Hermitian matrices.
For convenience, we also define
(0 B _ 0 B
H1<B1T O)’ H_, = <B_1T 0 >7 (B15)

and H; = Hy + H_q, the E, I;le and E matrices rescaled to contain only integer weights. These matrices have
the interesting property that simulating Hy (resp. Hi, H_1) for a time ¢ is equivalent to simulating Hy (resp. Hi,

H_;) for a time %. This property will be used in the following sections as it offers us the opportunity to simulate

the integer-weighted matrices Hy, H; and H_; instead of the real-weighted ones Hvd, I?l and ﬁ:

Note also that a lower bound of the number of qubits needed to solve the wave equation for N, discretisation
points can be computed from the dimensions of H;. As the non-empty upper-left block of matrix Hy is of dimension
(2Ng — 1) x (2N4 — 1), we need at least

[logy(2Ng —1)] (B16)

qubits to simulate it. This estimation does not take into account ancilla qubits that may be needed to implement the
oracles.

Appendix C: Oracle construction

Oracles can be seen as the interface between a quantum procedure and real-world data. Their purpose is to encode
classical data such that a quantum algorithm can process it efficiently.

1. Oracle interface

In order to work as a bridge between the classical and the quantum worlds and to be used by the quantum algorithm,
a clear interface for the oracle should be established.

We chose to use the interface described in [10, Eq. 4.4] with slight modifications improving the arity of the oracle
for our specific case of 1-sparse matrices.

More precisely, our oracles O implement the following interface

O 20) 10}, [0),, 10) = [0), [m(20)),, [0(20)),, [5(20)) (C1)

with |zo), encoding a row index as a unsigned integer, m(x) the function that returns the column index of the only
non-zero element in row z, v(z) = |w(x)| the absolute value of the weight w(z) of the first (and only) non-zero element
in row x and

- 0ifw(z) >0
s(z) = 1 else

(C2)
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FIG. 7. Quantum circuit re-created from [I0, p. 71] that simulates a 1-sparse integer-weighted Hamiltonian for a given time ¢.
O is the implementation of the oracle, A is a quantum circuit defined in [I0] p. 70]. F, is defined as the diagonal matrix with
diagonal entries increasing from 0 to 2™ — 1 (see eq. (C7)).

the sign of the first non-zero entry in row x.

Note that the quantum register are labeled with their respective usage: = for the index of of the row considered, m
for the index of the column considered, v for the value of the element at (row,index) and s for the sign of the element
at (row,index). A fifth label “a” is used along the paper to label a register used as an ancilla.

The interface of the oracle O can also be obtained with 3 separate oracles that will each take care of computing
one output:

M |20}, 0),, = [%0), [m()),,, (C3)
Vo), |0), = |zo), [v(2)), (C4)
S |z0), 10}, = lz0), s(2)), (C5)

2. Optimisation of M and S

Claim 1. The simulation algorithms provided by [10] have the interesting property that if the oracle V encodes a
weight of zero for some inputs (i.e. v(x) = 0 for some x) then the outputs of oracles M and S are ignored for those
nputs.

Proof. The circuit simulating a 1-sparse m-bit-integer weighted Hamiltonian H depicted in fig. |z| is taken from [I0].
In our special case of 1-bit weights (i.e. m = 1), the third quantum gate e~ *4®¥m? can be written as

o 1Z@Fmt _ ,—iZOF1t

R RCRAL

e*iFlt 0
- ( 0 eiFlt) (C6)

1 0 0 0
_{oe o 0
“lo 0o 1 o0

0 0 0e
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where

0 0 0
0 1
2
By = 3 (C7)
4
: . 0
[ Y N (R |

It follows from the matrix notation that if the second qubit e~##®F1t is applied on is in the state |0), the gate

e~ Z®F1t i5 the identity transformation, i.e. the unitary operation e "*4®¥1t sends |00) (resp. |10)) to |00) (resp. |10)).
This means that if the oracle O does not set the last qubit to |1) (i.e. the oracle encodes a weight of 0 for the z'!
row of H), the quantum circuit depicted in fig. [7| can be simplified up to an identity transformation as the effects of
O (resp. A) are reverted by O (resp. AT).

Rephrasing, if the 2" row of matrix H has no non-zero entries, the effects of the oracle O is ignored, which implies
that the effects of the oracles M and S that compose O are also ignored. O

Using the result of Claim claim |1} we are free to implement any transformation that best suits us for the set of
inputs |z) such that the 2" row of the considered Hermitian matrix (H; or H_;) has no non-zero elements as long
as the oracle V' implements the right transformation.

To illustrate clearly the implemented transformations we chose to encode with M and S, the next sections will
re-write the matrices H; and H_; according to eq. but with one 0 or —0 in each empty row. A 0 entry at
position (4, ) in the matrix means that the row i was empty, the oracle M will map |i), to |j),, and the oracle S
will encode a positive sign, i.e. |0),. The same reasoning applies for —0 entries, except that the encoded sign is now
negative, i.e. |1),.

The following sections will explain step by step the construction of each of the three oracles M, V and S, both for
the matrix Hy (M;, Vi and S7) and the matrix H_; (M_q1, V_; and S_1).

3. About arithmetic and logic quantum gates

Implementing the oracles M, V' and S for the matrices H; and H_; requires several arithmetic and logic quantum
gates such as or, add or compare.

All these gates have been implemented prior to the oracle implementation and the implementation steps are detailed
in this section.

a. The or gate

The or gate is easily implemented using only X and CCX (or Toffoli) gates. The implementation used is depicted in
fig. [8| and uses the famous Boole algebra formula linking not, or and and: = Vy = —(—x A ).

b. The add and sub gates

Most of the research papers presenting an implementation of the add or sub gates only consider the case where the
two numbers to add or subtract are stored in quantum registers.

In our case, the oracles implementation requires an adder and subtractor that can add or subtract to a quantum
register a quantity known when the quantum circuit is generated, i.e. not necessarily encoded on a quantum state.

Claim 2. Implementing a subtractor is trivial once an adder procedure is available.

Proof. A subtractor can be implemented from a generic adder by using the identity

a—b=(d +0b) (C8)
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0) —{ OR —lzvy) o) A x —levy)

FIG. 8. Implementation of the or gate.

|[Z0) — — [(z — ¥)o) [z0) — X R X [(x —y)o)

sub add
| ... = ... — X H X

|Zn) — — [(z = Y)n) [zZn) — X { 1 X (T = Y)n)

FIG. 9. Implementation of the sub gate from an add gate. The y value encoding is intentionally omitted. The subtractor will
use the same encoding as the adder (i.e. either the y value is encoded on a quantum register or it is encoded directly in the
quantum circuit implementing the adder). Note that the y value is not negated.

where ’ denotes the bitwise complementation.
The circuit resulting of the application of this identity is depicted in fig. [0] and only requires one call to the adder
and 2n additional gates, n being the number of qubits used to represent one of the operands.
O

Note 5. Following Claim claim [2] we will restrict the study to implementing an adder. Implementing a subtractor is
trivial and cheap in term of additional quantum gates used once an adder is available.

Definition 5. Generation-time value A generation-time value is a value that is known by the programmer when
generating the quantum circuit. Knowing a value at generation-time may allow to optimise even further the generated
quantum circuit. The closest analog in classical programming would be C-like macros or recent C++ constexpr
expressions.

The easiest solution to overcome the problem caused by the non-compatible input formats between our problem
(with a generation-time value) and the existing adders (with two values encoded on quantum registers) is to encode
the quantity known at generation-time into ancillary qubits and then use the regular adder algorithms to add to a
quantum register the value encoded in a second quantum register. Even if this solution is trivial to implement, it has
the huge downside of requiring O (log, b) additional ancillary qubits to temporarily store the generation-time value b.

Another answer to the problem would be to adapt a quantum adder originally devised to add two quantum registers
to a quantum adder capable of adding a constant value to a quantum register. Several adders [33], 34] [61] have been
studied to check if they can be modified to allow a generation-time input, i.e. if it possible to remove completely the
quantum register storing the right-hand-side (or left-hand-side) of the addition.

The task of removing the quantum register storing one of the operands appears to be challenging for adders based
on classical arithmetic like [33] [6T] but trivial for Draper’s quantum adder introduced in [34].

Claim 3. Draper’s quantum adder can be adapted into an efficient adder that takes as right-hand side input a unsigned
“generation-time” integer value and add this value to a sufficiently large quantum register encoding another unsigned
integer.

Proof. The original Drapper’s adder as introduced in [34] is illustrated in fig.
The only quantum gates using the quantum register |b) are the controlled-phase gates. Moreover, they only use the
qubits of the right-hand-side register |b) as controls.
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|b2) * |b2)

|b1) I * |b1)

|bo)

jaz) — 1 3 I — [((@+b) mod 2%),)
la;) —QFT @@ FT+— [((a+b) mod 2%) )
o) — (Ol M) moa),)

FIG. 10. Original Draper’s adder example for 3-qubit registers |a) and |[b). The round gates between the two applications of
the Quantum Fourier Transform (QFT gates) are controlled phase gates and are defined in [34]. Note that the adder wraps on
overflow, meaning that if an overflow happens, the result will be (a +b) mod 2.

* |bo)

bo b1 bo

a1 —QFT @@TQFTT* |((a+b) mod 2%) )
lag) — @ — ‘((a—i—b) mod 23)0>

FIG. 11. Modified Draper’s adder example for 3-qubit register |a) and 3-bit classical constant b. The round gates between the
two applications of the Quantum Fourier Transform (QFT gates) are phase gates and are defined in [34]. A label b; above a
phase gate means that the phase gate should only be applied when the i*® bit of b is set to 1. Note that the adder wraps on
overflow, meaning that if an overflow happens, the result will be (a +b) mod 2.

In the case of a constant value of b known at generation time, we can replace each controlled-phase gate by either
a phase gate if the corresponding bit of b is 1 or by an identity gate (or a “no-op” gate) if the bit of b is 0. Once this
transformation has been performed, the quantum register |b) is no longer used and can be safely removed from the
circuit. O

The final quantum add gate implementation is depicted in fig. requires O (nQ) gates and has a depth of O (n).
Following [I5] [30} [34], the asymptotic gate count can be improved to O (nlog(n)) by removing the rotation with an
angle below a given threshold that depend on hardware noise.

c. The cmp gate

For the same reasons exposed in the adder implementation in appendix the cmp gate cannot be implemented
using the arithmetic comparator presented in [33] because removing the right-hand side qubits seems to be a chal-
lenging task.

Instead, we use the idea from [33] Section 4.3] that explain how to implement a comparator only by using a quantum
adder. The comparison algorithm works by computing the high-bit of the expression a — b. If this high-bit is in the
state |1) then a < b.

In order to compute the high-bit of a — b, several options are open. The two most promising options are described
in the following paragraphs.

The first option is to use a subtractor acting on n + 1 qubits and behaving nicely on underflows (i.e. underflows
result in cycling to the highest-value), as illustrated in fig. This approach requires 2 calls to the subtractor and 1
additional 2-qubit quantum gate.

Another solution would be to use eq. to change the subtraction into an addition and then use a specialised
procedure to compute the high-bit of the addition of two numbers a and b (a being encoded on a quantum register and
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|lh8> ] sub sub' - lh3>
rhs rhs
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10) ., lhs < rhs)

FIG. 12. Computation of the high-bit of lhs — rhs with a (n + 1)-qubit subtractor. The second quantum register is an ancilla
qubit that is appended to the quantum register storing [lhs) in order to form a (n + 1)-qubit register. The result is stored in a
third quantum register as |1) if lhs < rhs, else |0).

b a constant). Computing the high-bit of an addition between a quantum register and a constant can be performed
with the CARRY gate introduced in [39]. This approach requires O (n) Toffoli, CNOT and X gates.

Each of the described methods has its advantages and drawbacks.

For example, the first method crucially relies on a quantum subtractor, and will have the same properties as the
subtractor used. In our specific case, we use the subtractor implemented with Drapper’s adder [34] as explained in
appendix which in turn uses the quantum Fourier transform. The main disadvantage of using the QFT when
looking at practical implementation on quantum hardware is that the QFT involves phase gates with exponentially
small angles. These gates may be implemented correctly up to a given threshold, but very small rotation angles will
inevitably not be as precise as normal rotation angles due to the hardware limitations in precision. This problem
can be circumvented by using an approximate QFT algorithm [I5], B0] that will cut all the rotation gates that have a
rotation angle smaller than a given threshold from the generated circuit but the algorithm will not be exact anymore
(small probability of incorrect result).

On the other hand, the CARRY gate involves only X, controlled-X and Toffoli gates. This restriction makes this
implementation more robust than the first one to hardware approximations. Another difference is the connectivity
needed by the approaches: the first method relies on a adder implemented with the quantum Fourier transform, which
use an all-to-all connectity whereas the CARRY gate, once the qubits correctly ordered, only contains gates on adjacent
qubits. As a side note, the exclusive use of logical gates X, controlled-X and Toffoli may allow us to simulate efficiently
the CARRY gate on classical hardware as it only involves classical arithmetic.

As a last word, in the future, the QFT may be implemented directly into the hardware chips to make it more
efficient because it is one of the most used quantum procedure (and so one of the best candidate for optimisation).
Taking this possibility into account seems a little premature right now but may have a high impact on the efficiency
and precision of the first solution presented.

After summarising all the drawbacks and advantages, we decided to use the arithmetic comparator for its linear

number of gates, because it is based on arithmetic which does not involve exponentially small rotation angles and
because the need to have n — 1 dirty qubits to lend to the procedure is not an issue in our implementation.

d. The eq gate

The last gate the oracle implementation will need is an eq gate, testing the equality between an integer stored in a
quantum register and a generation-time constant integer.

This gate has been implemented with a multi-controlled Tofolli gate and a few X gates before and after the control
qubits of the Toffoli gates that should be equal to |0). The X gates are necessary because a raw Toffoli gate set its
target qubit only when all its control are in the state |1), but we want each control qubit to be equal to a specific bit
of the generation-time constant integer, which can be either |0) or |1).

An implementation example is available in fig.

Implementing a NOT gate controlled by n qubits can be done with only one ancilla qubit or n — 2 garbage qubits
and requires O (n) X, controlled-X or Toffoli gates [I].
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eq N
— 1 5 [ N

FIG. 13. Example of eq gate implementation for the compile-time value 5. X gates are applied to the second control qubit
because the only bit set to 0 in the big-endian binary representation of 5 = 1012 is at the second (middle) position.

4. Oracles for H;

As noted in appendix [C2] the oracles M; and S; can be optimized by using the fact that they can encode anything
for |z), when the 2™ row of H; is empty.
We decided to use this optimization opportunity to add regularity to the description of the H; matrix. The
i

implemented matrix Hy, denoted as HI™', is described in eq. (

Note 6. All indices start at 0. The first row of a matrix has the index 0, the second row the index 1 and so on. This
convention is used to match Python’s indexing that starts at 0.

N, N.+1 29—(2N.+1)

0 - --- 0 0 1 O 00 0
ZQ 0

0 - - 0 0 010

0 .- - 0 0 00
— 1 0

Himplz t 0 (09)
! =
0

0 o 1 0 --- 00 0

0o - - 0 0 O 00 0
= 0
+
3
T 0 00
X : .00

[ 00 0 O --- --- 0

According to the shape of the matrix in eq. (C9)), the oracle M; should implement the transformation

12)e @ |2+ (No + 1)) if 2 < (No+ 1)

|T)e @ |2 — (Ne+ 1))y else : (C10)

Mi|x)2|0)m — {
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FIG. 14. Implementation of the oracle M;. The cmp gate compare the value of the control quantum register (interpreted as a
unsigned integer) with the parameter given (written below the cmp). If the control register is strictly lower than the parameter,
the gate set the qubit it is applied on to |1). The add (resp. sub) gate used in this quantum circuit add (resp. subtract) the
value of its parameter to (resp. from) the quantum register it is applied on only if the control qubit is in the state |1).

Set Correct
), #* T . . 2 |x),
0),, # o S A Jo(z)),
f
0), A N X Xt H Y 7 10),

FIG. 15. Implementation of the oracle Vi. The cmp gate compare the value of the control quantum register (interpreted as a
unsigned integer) with the parameter given (written below the cmp). If the control register is strictly lower than the parameter,
the gate set the qubit it is applied on to |1). The eq gate used in this quantum circuit sets its target qubit to |1) if the value
of its parameter is equal to the value encoded on the quantum register controling the gate.

M; can be easily implemented with the quantum circuit depicted in fig.

The oracle V' cannot be simplified using the results from Claim claim [I} It should implement the transformation

written in eq. (C11J).

Vilz)s|0)y — {x>m|1>v if (v < 2Ne + 1) A (2 # Ne)

|£).]0), else (C11)

The implementation of the oracle V; is depicted in fig. The first part, Set, sets the weight qubit to 1 for all |z),
such that < 2N, + 1. As this does not correspond to the correct expression of V', the second part Correct is here
to set the weight register back to |0), when z == N..

The last oracle left to implement in order to be able to simulate H; is Sp, the oracle encoding the signs of the
non-zero entries of H;. The convention used to encode the sign of an entry has been taken from [I0] and is: a positive
sign is encoded as |0), a negative sign is encoded as |1),. As shown in eq. , H; only contains positive non-zero
entries so the sign oracle S; should implement the simple transformation of eq. : the identity.

Sl‘x>z|0>s = |$>z|0>s (012)
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5. Oracles for H_;

The matrix H_; has less regularity than H;, which will lead to a more complex implementation. The implemented
matrix H_;, denoted as H™P, is described in eq. 1D

N, N.+1 29— (2N .+1)
0 v .- 0 1 0 -+ - 0 0 +ov ver aee o 0
0 -1
z
0 o oo 0 0 0 -1 0
1 0 0 0 ov oer s 0
1 lo -1
4 + R C :
e S : o : (C13)
. . _1 O . . .
0 v . 0 -0 ° O cor e e 0
0 -+ «or ... 0 —0 0 v eee e e 0
-
_|_
g 0
' -0 0
X :
-0 .
O« e e e e e 0 -0 0 -+ - 0

Following the placement of the non-zero and the 0 or —0 entries in the matrix H i_nipl of eq. |) the oracle M_4
should implement the transformation

|Z) gl + Ny if @ < N

C14
|2) x|z — Nebpm  else ( )

M—l |x>1“0>m = {

This transformation is quite similar to the one implemented by the oracle M; in eq. (C10): N, + 1 from the
transformation M; has been replaced by NN, in the transformation M_;. Thanks to this similarity, the implementation
of M_; will be a nearly-exact copy of the implementation of M;. The full implementation of the M _ oracle is depicted

in fig.
The weight oracle V_; is the simplest to implement for the matrix H_1, even if it cannot take advantage of the
optimisation discussed in Claim claim [I] The transformation that should be implemented by the oracle V_; is shown

in eq. (C3).

|2)2|1)y if @ < 2N,

C15
|2)4|0), else (C15)

V_1]x)£|0)y — {
The implementation of the weight oracle V_; is illustrated in fig.
The last oracle left to implement is S_, the sign oracle. Due to the sign irregularity in the matrix H™P' the
implementation of S_; is more involved and requires several ancillary qubits. According to the shape of the matrix
H™P' the sign oracle S_; should implement the transformation defined in eq. l)

|x>x|0>s if (13 = 0) V (ZZ? = Nc)
|z)z|1)s else )

S_1]z)2]0)s — { (C16)

An implementation of the oracle S_; is illustrated in fig.
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FIG. 16. Implementation of the oracle M_;. The cmp gate compare the value of the control quantum register (interpreted as a
unsigned integer) with the parameter given (written below the cmp). If the control register is strictly lower than the parameter,
the gate set the qubit it is applied on to |1). The add (resp. sub) gate used in this quantum circuit add (resp. subtract) the
value of its parameter to (resp. from) the quantum register it is applied on only if the control qubit is in the state |1).

o), 42— fo),

0}, # o, 7 lo(@)),

FIG. 17. Implementation of the oracle V_;1. The cmp gate compare the value of the control quantum register (interpreted as a
unsigned integer) with the parameter given (written below the cmp). If the control register is strictly lower than the parameter,
the gate set the qubit it is applied on to |1).

Appendix D: Implementation of higher-order Laplacians

The results shown in this paper have all been generated using the second-order discretisation formula shown in
eq. (B2). Higher-order formulas are studied in [32, VI, VII and CJ.

Note 7. As shown in [32] VILB], higher-order discretisations with Neumann boundary conditions are not imple-
mentable using the algorithm described in appendix

In this appendix we replace the second-order formula given in eq. (B2)) and used all along the paper by the fourth-

), F—e— *—o A o),

0), L OR X 7 s(@)),
T
0}, 7 o ——710),
T
|0>a 71% ]e\fci 6130 //1 |O>a
FIG. 18. Implementation of the oracle S_1. The eq gate used in this quantum circuit is presented in fig. and test if the

value encoded in its control qubits is equal to the compile-time value given. The OR gate flips the target qubits if and only if
at least one of the two control qubits is in the state |1).
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order formula given in [32) Eq. (46)] and re-written below

62¢ ox,t ; ; 1 ; ; D1
o 5 (10z,t) ~ 57 ( it — (¢z—1,t + diy1e) + 12 (Pi—2 +¢z+2,t))~ (D1)

We are left to devise the matrix Bj that satisfy Bj B4Jr A4 where Ay is the discretisation matrix arising from the
fourth-order finite-differences approximation in eq.

32, Eq. (47) and VII.C] devised an analytic formula for Bﬁ, the B} matrix with periodic boundary conditions,
using the matrix S representing the cyclic permutation {1,2,..., N} with entries S; J = 0i,(j+1 mod N) as shown in

eq. (D2).

0 0 «vc von onn 0 1
10 0
0

S = (D2)
0 «vv vee een 0 1 0

With this definition of S , the analytic formula for Bé is given in eq. lb with b and ¢ being solution of [32, Egs.
(53,54,55)]. The exact values for b and c¢ are:

1
b=t——m——— (D3)
23V 7+ 4V3
7T+4V3
BETEE (D4)
with the + signs that can be chosen freely. Note that, b = iwﬁ and ¢ = ﬁ are irrational because
V3VT+4V3 =V3V2+ V3 \[(2+\[)—2\f+3151rratlonal
eq. - shows the matrix Shape with its entries.
B4 = ¢S — +c)xl+ S
Bi=cS—(b I+ bST D5
b + C b 0 ......... O e
¢ b+c b . 0
0 c :

2
[S]
=

b 0
0 c b+c b
b O ......... 0 C b+c

Because periodicity has not been studied in the main use-case of this paper, we would like to also remove the need
of periodic boundary conditions in this higher-order laplacian discretisation. This can be achieved by removing the
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upper-right entry of S by changing it from 1 to 0. The resulting matrix S is shown in eq. @)

0 0 0
10
0"
S — (D7)
0 cor vee enn 0 1 0

Using the exact same formula we can devise Bg:

Bi=cS—(b+c)*I+bST (D8)
b+c b 0 ......... 0
c b+c b
0 c
~ (D9)
b 0
c b+c b
0 ......... O C b+c

Replacing B3 in eq. we obtain

0 o «oi voi 0 b4ec b 0 -+ 0

c b+c b

0 c 0

ob+ce b
e T P R B (D10)

b b+c
0 .
: . . b+c ¢ : :
0 - 0 b bac 0 o eee e 0

One of the main difference with the second-order approximation used all along this paper is that, with the fourth-
order approximation, the entries of the matrix H ;‘ are no longer multiples of a common number o € R. This means
that we cannot write down H as an integer weighted matrix multiplied by a real number, and so the trick used in
appendix to simulate the integer weighted matrix Hy for a time at is no longer applicable.

Consequently, and independently of the decomposition we use for Hj, at least one of the matrices in the decompo-
sition of H}j will not be “easy to simulate” as defined in Definition definition

Ultimately, the main consequence of this observation is that we will have to use a real-weighted hamiltonian

simulation procedure. Such a procedure can be found in [I0] but requires to approximate the real-weighted entries
with a fixed-point representation that has at least 2 evident caveats:

1. Tt is impossible to encode the irrational numbers b and ¢ exactly with a fixed-point representation. This means
that we add another layer of approximation, even before the approximation caused by the use of a product-
formula.
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2. The hamiltonian simulation procedures used for real numbers requires more qubits. More precisely, the number

of additional qubits required depends on the desired precision € and grows as log, (%)

Note 8. Even if the Hﬁl‘ matrix seems quite hard to simulate, it is still a 3-sparse matrix. This means that it is still

managable to hand-write the oracles. Moreover, having a small number of matrices in the decomposition helps in
reducing the error introduced by product-formulas.

Appendix E: Optimisation of the implementation

Once the correctness of the implementation validated, one of the most important remaining work is to try to
optimise the implementation. The optimisation of a software is often performed as an iterative task.

The first step is to define a figure of merit, a quantity we want to minimise during the optimisation process. Among
the most obvious figures of merit are the total number of gates, the number of CNOT gates or the total execution
time of the quantum program. More complex quantities can also be considered, such as the execution time using
error correction codes or the final state fidelity. In this paper we decided to take into account an estimation of the
total execution time of the quantum program on an imaginary device that shares today’s chips characteristics.

The second step of the optimisation process consists in isolating the subroutines that contribute the most to the
figure of merit. As an example, if the quantum program spend 90% of the total execution time in one subroutine,
this subroutine should be the first place to look for optimisations.

After the isolation of one or two subroutines, the actual optimisation can take place. The goal of this third step is
to decrease the impact of the subroutines considered on the overall figure of merit without changing the final result
of the implementation.

Finally, once the optimisation is performed, the optimisation process can be repeated by re-starting at the second
step, until the program is considered sufficiently optimised.

One of the main difficulty we encountered when applying this optimisation process was to correctly isolate the most
time-consumming subroutines. In classical computing, this step is usually performed with specialised tools such as
gprof or a more advanced profiler, but no such tool exist for quantum programs. In order to fill this gap we developped
gprof, a tool that analyses a quantum program and generates a report similar to the one generated by gprof. Using
gprof and some of the various tools compatible with gprof, we plotted the call-graph shown in fig.

From this call-graph, it is clear that the adder is the most costly subroutine and that it should be optimised. The
adder internally uses the Quantum Fourier Transform (QFT), which takes more than 50% of the total execution time.
The issue is that the QFT implementation is already very concise and we do not expect to be able to optimise it
enough to cut significantly its overall cost. This leads us to the conclusion that a new algorithm that do not require
the QFT should be used to implement an adder. Such an algorithm can be found in [64].

Changing the implementation of the adder from Draper’s adder to the arithmetic-based adder from [64] improves
drastically the total execution time of the quantum program and produce the call-graph in fig.

Appendix F: Gate count analysis
1. Precise subroutines gate counts

table [ summarise the gate count and ancilla qubit requirements for all the major subroutines used in the wave
equation solver implementation. Using the entries of this table, it is possible to compute an estimation of the number
of gates required to solve the wave equation.

As explained in appendix[A] we need to simulate each of the 1-sparse Hamiltonians in the decomposition. Aggregat-
ing the estimates in table[] we obtain the costs in table[[I|for the Hamiltonian simulation part. Note that the cost of the
adder has been voluntarily omited from the computations in order to be able to compare the cost with different adder
implementations. Let a be the gate cost of the adder implementation chosen, the cost of simulating the Hamiltonian
needed to solve the 1-dimensional wave equation is: 82n — 35+ 12are¢501: Toffoli gates, 84n+21+9[0,n — 1]+ 12acyor
CNOT gates and O (n) + 12a; _qunit 1-qubit gates.

Choosing an adder implementation and simplifying the gate counts by omitting negligible terms we obtain the gate
counts summarised in table [[T]] It is interesting to note that even if the arithmetic-based adder adds huge constants
in the gate count, it does not change the asymptotic complexity whereas Draper’s adder changes the number of CNOT
gates required from O (n) to O (n?).
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(a)Call graph of the quantum wave equation solver (b)Call graph of the quantum wave equation solver using an
using Draper’s adder (QFT-based). arithmetic-based adder.

FIG. 19. All the gates or subroutines that account for less than 5% of the total execution time are not displayed. Execution
times for ul, u2, u3 and cx gates have been averaged over all the data available for the quantum chip IBMQ Melbourne. Using
the arithmetic-based adder, the overall execution time improved by a factor of 31.

2. Impact of the precision requirements

The gate counts presented in table [} table [[] and table [[TI] are only valid when the precision of the solver is
not accounted for. When the solver precision matters, an additional step that consists is splitting the Hamiltonian
Simulation into r steps needs to be performed as noted in [27, arXiv: Appendix F].

Several bounds exist to determine a r € N* that will analytically ensure that the maximum allowable error € is not
exceeded. The definition of such bounds can be found in [27, arXiv: Appendix F] and [28].
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|Gate |Toffoli count| CNOT count | 1-qubit gate count | # ancillas |n0tes |
or 1 0 5 0
2(n?+n) H R,'L "y gatej
QFT 0 3(2n% —2n+|2])| 4 (nn’: n) T L[0)-init  [E P
2 " posed [53].
add_arith 20n — 10 22n 0 n — 1 ]0)-init |See [64].
2(n*+n) H
add_qft 0 6 (2n* —2n+ [2]) 4 (nji— n) T 1 |0)-init EEGRSFTf:ig.n
3*—=" Rp
2 (nz2 + n) H
o stz EIRT | v T e
2n X
CARRY 2(n—1) 24 10,n —1] 2n+[0,n — 1] X |[n — 1 borrowed |See [39].
n-contr. CNOT 4n 0 0 n borrowed |See [1].
eq 4n 0 210,n] X n borrowed |fig. [13]
See CARRY
cmp 2(n—1) 2+4[0,n —1] 4n+[0,n —1] X |n — 1 borrowed |and ap-
pendix [C3¢]
3n H 3n S See Fig.
A 2n 4n on T 2n X 0 4.3). -
_iZRZRFt 36n Ph Adapted from
e Ene 8n 24n 8 X 0 [10] Fig. 4.6]
Oracle im-
plementation
3n H 3n S cost mnot in-
1-sparse HS 10n 28n 2nT 2n+8 X 0 cluded. 2 calls
36n P, to the oracle
are required.
fig. [7]
add implemen-
tation cost not
M, 4n—1) | 5+20n—1] [l0n+2+[0n—1]X| _11|?3>0$(‘)twed g;ﬁ;ldetdo' adi
are required.
fig. [14]
i 2(n—1) 24 10,n —1] dn+[0,n —1] X |n — 1 borrowed |fig. |15
St 0 0 0 0 eq. (C12).
add implemen-
tation cost not
M, 4(n—-1) | 5+20,n-1 [10n+2+[0,n—1]X| _11|%>O$;twed meinded. 2
are required.
fig. [16]
Vo 2(n—1) 24 10,n — 1] An+[0,n —1] X |n —1 borrowed |fig. |17
S_1 16n + 1 0 54 8[0,n] X n borrowed |fig. [18

TABLE I. Precise gate count for the most important subroutines used in the quantum implementation of the wave equation
solver. n always reprensent the size of the input(s), except for the n-controlled CNOT where n is the number of controls. When
the number of gates depends on a generation-time value, the range of all the integer values possible is shown with square
brackets. For example, [0,n — 1] means that, depending on the generation-time value provided, the number of gates will be an
integer between 0 and n — 1 included. |0)-init ancillas represent the standard ancilla-type: qubits that are given in the state
|0) and should be returned in that exact same state. On the other side, borrowed ancillas can be given in any state and should
be returned in the exact same state they were borrowed in.
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| Unitary | Toffoli count | CNOT count | 1-qubit gate count | # ancillas |notes |
add implemen-
‘ 3nH 3n S 1 0)-init tation cost not
et |22 — 12 | 28n+ 7+ 3[0,n — 1] 2n T 36n Py 1 g/included. 4
30n+10+2[0,n — 1] X|" OTTOWES | calls to add are

required.
add implemen-
' 3n H 3n S 1 |0)-init tation cost not
e -1t 38 — 11 | 28n+ 7+ 3[0,n — 1] 2n T 36n P 1 g/included. 4
30n +15+10[0,n] X n OTTOWER | calls to add are

required.
add implemen-
' I H 9InS 1 |0)-init tation cost not
e HH? 82n—35 (84n+21+9[0,n —1] 6n T 108n P b q included. 12
90n + 35+ 14[0,n] X |" OTTOWES | calls to add are

required.

TABLE II. Number of gates and ancillas needed to simulate the easy-to-simulate Hamiltonians H; and H_; that are part of
the decomposition of H as well as e **. It is important to realise that the gate counts for e~*** are only valid up to a given
t or € (once one is fixed, the value of the other can be computed). In order to make the gate count generic for any ¢ and e, the
number of repetitions should be computed (see n in eq. ) Note that some of the [0,n — 1] ranges have been simplified to
[0,n] for conciseness.

| Adder used | Toffoli count | CNOT count | 1-qubit gate count | # ancillas |
24n° +25n H 9n S
3 2 48n% —42n T 108n P,| 2 |0)-init
add_gft 82n — 35 144n 60n 18n% — 18n R, n — 1 borrowed
114n + 35 + 14[0,n] X
nH 9nS ..
: n |0)-init
add_arith | 222n — 175 [348n 4+ 21+ 9[0,n — 1] 6n T 108n P, 1 — 1 borrowed
90n + 35 + 14[0,n] X

TABLE III. Number of gates and ancillas needed to simulate the Hamiltonian used to solve the 1-dimensional wave equation
depending on the adder implementation used. It is important to realise that the gate counts for e *#¢ reported in this table
are only valid up to a given t or e (once one is fixed, the value of the other can be computed). In order to make the gate
count generic for any ¢t and €, a number of repetitions r should be computed (named n in eq. and studied in [27), arXiv:
Appendix F] and [28]). Note that the gate counts have been simplified by removing negligible terms when possible.

The first bound has been devised by analytically bounding the error of simulation due to the Trotter-Suzuki formula
approximation by €g

m—1 , r
exp | —it Z H; | - |:S2k (—Hf)} S 6o (F1)
T
=0

and then let €y < € for a given desired precision e. If we let A = max; ||H;|| and

T = 2m5 LAt (F2)

2k+1
ropt = ’Vmax {T, v/ €T3e }-‘ . (F3)

then

This bound is called the analytic bound.
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A better bound called the minimised bound can be devised by searching for the smallest possible r that satisfies
the conditions detailed in [27, Propositions F.3 and F.4]. This bound is rewritten in Equation (F4]).

' F2k+1 .
rop " = min {’I‘ e N*: 5,25 OXP (;) < e} (F4)

Another bound involving nested commutators of the H; is described in [28] and gives

1
2k 4ltgp
s € O (O‘wm"ﬁ (F5)

€2k
where k is the order of the product-formula used, ¢ the time of simulation, € the error and

m—1

Acomm = Z || [H'pr ce [H'h ) HioH H . (F6)
10,0150 yip=0
Once the value of r has been computed, the quantum circuit simulating the matrix H for a time f should be
repeated r times. This adds a factor of 7 in front of all the gate counts computed in table I} table [[T and table [[TI}

3. Impact of error-correction

When error-correction is studied, two gates are particularly important: 7" and Toffoli gates. The T gate has a
prohibitive cost when compared to the Clifford quantum gates and implementing a Toffoli gate requires 7 of such T'
gates as noted in [36] and [56, Fig. 1].

table [[V] summarise the cost of the non Clifford quantum gates used in the implementation of the 1-dimensional
wave equation solver. The rotation gates need to be approximated. One solution to approximate the R,, and P
gates is given in [53]. In order to obtain practical results as opposed to theoretical ones, we chose to use the number
computed in [45, Table 1].

The final T-count is summarised in fig. From fig. [20(b)| it is clear that the add_arith implementation is more
efficient than the add_qft one.

Gate |T count|Notes

T 1

S 2

CCNOT 7 See [36].

P 379 |e=10""", approximated from [45].
R, 379 |e= 10", approximated from [45].

TABLE IV. T-gate cost of the non Clifford quantum gates used in the wave equation solver implementation.
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and table [[V1

FIG. 20. Analysis of the T-count of the 1-dimensional wave equation solver quantum implementation with respect to the adder
implementation used.
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