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As a variety of quantum computing models and platforms become available, methods for assessing
and comparing the performance of these devices are of increasing interest and importance. Despite
being built of the same fundamental computational unit, radically different approaches have emerged
for characterizing the performance of qubits in gate-based and quantum annealing computers, lim-
iting and complicating consistent cross-platform comparisons. To fill this gap, this work proposes a
single-qubit protocol (Q-RBPN) for measuring some basic performance characteristics of individual
qubits in both models of quantum computation. The proposed protocol scales to large quantum
computers with thousands of qubits and provides insights into the distribution of qubit properties
within a particular hardware device and across families of devices. The efficacy of the Q-RBPN pro-
tocol is demonstrated through the analysis of more than 300 gate-based qubits spanning eighteen
machines and 2000 annealing-based qubits from one machine, revealing some unexpected differences
in qubit performance. Overall, the proposed Q-RBPN protocol provides a new platform-agnostic
tool for assessing the performance of a wide range of emerging quantum computing devices.

I. INTRODUCTION

In the current era of Noisy Intermediate-Scale Quan-
tum (NISQ) devices [1], a wide variety of technologies
are being developed that leverage quantum mechanics to
conduct, and hopefully accelerate, computations [2–5].
Given the noisy nature of these emerging technologies,
measuring and tracking the fidelity of quantum hardware
platforms is essential to understanding the limitations
of these devices and quantifying progress as these plat-
forms continue to improve. Measuring the performance
of gate-based quantum computers (QC) has been studied
extensively through the topics of quantum characteriza-
tion, verification, and validation (QCVV) [6]. The scope
of QCVV is broad and ranges from testing individual
quantum operations (e.g., error rates of one- and two-
qubit gates [7]), verifying small circuits (e.g., Random-
ized Benchmarking [8, 9], Gate Set Tomography [10]), to
full system-level protocols (e.g., quantum volume estima-
tion [11], random quantum circuits [12]). Over the years
these QCVV tools have become an invaluable foundation
for benchmarking and measuring progress of quantum
processors [13], culminating with a quantum supremacy
demonstration in 2019 [14].

Interestingly, this large body of QCVV work cannot
usually be applied to the assessment of quantum an-
nealing (QA) computers, such as the quantum devices
developed by D-Wave Systems [4, 15]. The fundamen-
tal challenge in conducting characterization, verification,
and validation of quantum annealing devices (QAVV) is
that available hardware platforms only allow measuring
the state of the system in a fixed basis (the so-called com-
putational z-basis) and at the completion of a specified
annealing protocol. Consequently, the QA user can only
observe a fairly limited projection of the quantum state
that occurs during the hardware’s computation. Despite
these challenges, recent work has proposed the QASA

protocol for performing single-qubit fidelity assessment
of QA hardware platforms [16].

The notable differences in the computational models
for QC and QA present significant challenges for con-
ducting consistent comparisons of these hardware plat-
forms. Such efforts have focused almost exclusively on
system-level benchmarks for applications like optimiza-
tion and sampling featuring with 10s to 100s of qubits
[17–20]. Conducting consistent comparisons of this type
are notoriously difficult as these applications require the
execution of complex quantum programs and often fea-
ture a large number of implementation parameters that
impact performance measures, leaving significant room
for debate around the fairness of these comparisons. A
key benefit in conducting QCVV/QAVV on small quan-
tum systems (e.g., 1-3 qubits) is a reduction in protocol
complexity that can reduce debate and increase confi-
dence on the benchmark’s results.

The core observation of this work is that the single-
qubit QASA protocol, that was originally developed for
tracking the performance of QA qubits [16], can be
adapted for execution on the more general QC hard-
ware platforms. To that end, this work proposes the
Qubit Response, Bias, Positive saturation, Negative satu-
ration (Q-RBPN) protocol to measure four basic proper-
ties of the qubits in quantum hardware platforms. In the
broader context of QCVV, the Q-RBPN protocol is lim-
ited in the results it yields: however, its principal advan-
tage is in providing a comparison of qubit performance
that is agnostic to the underlying computational model.
To the best of our knowledge, this work provides the
first side-by-side comparison of single-qubit performance
across the QC (IBM-Q) and QA (D-Wave Systems) hard-
ware platforms.

This work begins with a theoretical discussion of the
computational tasks that underpins the Q-RBPN proto-
col and how it can be executed in different computing
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platforms in Section II. This explanation is followed by
an analysis of more than 300 QC qubits and 2000 QA
qubits in Section III, with some discussion of the dis-
intct features observed in different platforms. Section IV
concludes the paper with a discussion of the value of uni-
versal qubit performance metrics and the broader impli-
cations of the results produced by the Q-RBPN protocol
in this work.

II. SINGLE-QUBIT PROGRAMMING MODELS

At first glance, the computational task used in this
work is peculiar. It is inspired by sampling from Gibbs
distributions, a task that both QC and QA devices were
not intended to solve. However, as this work demon-
strates, this unconventional task has the advantage of
being realizable in both computational models in prac-
tice. In the current NISQ era, we observe that this sam-
pling task provides a useful measure of the consistency of
qubit behaviors and output realizations in both QC and
QA hardware platforms.

At the most abstract level, this work leverages a single
input parameter (i.e., hin) to control the relative amount
of up/down measurements (i.e., σ ∈ {−1,+1}) that are
observed in the output of the quantum device. The hard-
ware’s performance is determined by how consistently it
responds to different values of hin within a range of −1.0
to 1.0. Given the restrictions imposed by current QA
hardware platforms this work only considers measuring
spin projections in a fixed computational basis (denoted
as the z-basis).

Drawing inspiration from [16], this work will focus on
fitting Gibbs distributions to the outcomes of a single-
qubit quantum programs, i.e.,

P (σ) ∝ exp
(
βhinσ

)
., (1)

where σ is an observed spin state, hin is an input param-
eter, and β is a parameter corresponding to a thermal
equilibrium at an effective temperature 1/β. In QA, the
β parameter is determined by the details of the annealing
protocol [16], whereas in QC it can be selected as part of
the protocol. The probability distribution over any single
binary variable σ ∈ {−1,+1} can be fully characterized
by a single parameter heff, coined the effective field, in
the following manner:

P (σ = ±1) =
exp

(
heffσ

)
2 coshheff

. (2)

The value of heff depends on the experiment’s input pa-
rameters and is, in particular, a function of the input
field hin. In the case of a classical magnet placed into a
persistent external magnetic field h in a thermal equilib-
rium at temperature 1/β, one will observe a linear rela-
tionship between the output and input fields of the form
heff = βhin. This linear mapping is called a classical
Gibbs distribution for a single spin; however, as noted in

[16], the noisy nature of quantum hardware yields devi-
ations from this linear mapping revealing imperfections
and limitations of the hardware. The remainder of this
section details how the QC and QA platforms can be
programmed to conduct single-qubit Gibbs sampling and
how those observations are converted into heff values.

A. Theoretical Models

1. Gate-based Quantum Computing

Our goal is to develop a quantum circuit that will in-
clude a free input parameter hin and whose output will
follow the Gibbs distribution from Eq. (1). To this end,
we transform a single qubit from its initialized state |0〉
to a general state on the Bloch sphere,

|ψ〉 = cos

(
θ

2

)
|0〉+ eiφ sin

(
θ

2

)
|1〉 , (3)

and perform a measurement along the computational ba-
sis. The mapping is realized using the 1-qubit gates
Ry(θ) = e−iθY and Rz(φ) = e−iφZ , where X,Y, Z de-
note the Pauli matrices. In order to obtain the linear
relationship between the output heff and input hin fields,
we prescribe the following mapping between the input
parameter hin and the angle θ,

θ = cos−1
(
tanh

(
βhin

))
. (4)

This value of θ depends on β and hin, and links the ob-
served output field heff and the input field hin with the
ideal linear relationship heff = βhin. This property means
that, in an error-less QC model, one can compute an out-
put field that is equal to βhin from the data collected on
QC device.

To see that the aforementioned linear relationship is
indeed the theoretically expected one, observe that the
expected value of a spin prepared in the state |ψ〉 from
Eq. (3) and measured along the computational Z basis
is,

〈ψ|Z|ψ〉 = cos (θ) . (5)

Substituting the expression of θ from Eq. (4) in Eq. (5),
gives

〈ψ|Z|ψ〉 = tanh
(
βhin

)
. (6)

Now, notice that the expectation of the measured output
distribution from Eq. (2) is,

E [σ] = tanh
(
heff
)
. (7)

Therefore, we see that if the single spin system works
ideally, one will obtain the following linear relationship
between hin and heff,

heff = βhin. (8)
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Ry (θ) Zq

c c̄

FIG. 1: Generic 1-qubit quantum program used by the
Q-RBPN protocol on QC hardware. The rotation angle

θ is related to an hin value according to Eq. (4).

This linear relationship is, in theory, invariant with re-
spect of the value of φ. In Appendix A, we show that,
despite potential qubit imperfections, this invariance re-
mained true in practice as well. Based on this observa-
tion, the results of this work use the special case where
φ = 0, which only requires Ry rotations. The quantum
circuit that is ultimately utilized by the Q-RBPN proto-
col on QC hardware is depicted in Fig. 1.

2. Quantum Annealing

In contrast to QC, which can encode arbitrary quan-
tum Hamiltonians, current quantum annealing platforms
specialize in modeling the Hamiltonian of the transverse
field Ising model, i.e.,

HT-Ising = Γ
∑
i

Xi +
∑
i,j

JijZiZj +
∑
i

hiZi, (9)

where h, J encode the local fields and interaction
strengths of a classical Ising model and Γ controls the
strength of a global transverse field on that model. This
specialized Hamiltonian is of practical interest as the
Ising model component can readily encode challenging
computational problems arising in the study of magnetic
materials, machine learning, and optimization [21–24]
while the transverse field component yields complex en-
tanglement structures that can be challenging to simulate
[25, 26].

The quantum annealing protocol strives to find the
low-energy assignments to a user-specified Ising problem
by conducting an interpolation process of HT-Ising as fol-
lows:

HT-Ising(s) =

A(s)
∑
i

Xi +B(s)

∑
i,j

JijZiZj +
∑
i

hiZi

 . (10)

The interpolation process starts with s = 0 and ends with
s = 1. The two interpolation functions A(s) and B(s)
are designed such that A(0) � B(0) and A(1) � B(1),
that is, starting with a Hamiltonian dominated by the
transverse field and slowly transitioning to a Hamilto-
nian dominated by an Ising model. The outcome of this
quantum annealing process is specified by a binary vari-
able σi that takes a value +1 or −1 and corresponds to

the observation of the spin projection in the computa-
tional basis Z.

In an idealized setting, and when the annealing inter-
polation transition process is sufficiently slow, the quan-
tum annealing is referred to as adiabatic quantum com-
putation. The adiabatic theorem states that if the in-
terpolation is sufficiently slow and the quantum system
is isolated, the proposed QA protocol will always find
the ground state of the HIsing problem [25, 27]. How-
ever, existing QA hardware platforms are open-quantum
systems [15, 28–30] yielding outputs that are similar to
thermal equilibrium distributions at an inverse effective
temperature of β ≈ 10 [16, 31].

Focusing on the single-qubit context considered by this
work, the QA Hamiltonian (10) reduces to,

HT-Ising(s) = A(s) X +B(s) hinZ. (11)

Notice that the expectation of the measured output of
this QA program can be used to compute heff similarly
to the QC case. Despite the simplicity of this model, it
has been observed that the imperfections of real-world
QA platforms make it a useful tool for assessing the per-
formance of individual qubits in practice [16].

B. Illustration on Typical Qubits

To make this single-qubit evaluation procedure con-
crete, Fig. 2a provides an example of performing the com-
plete protocol on representative qubits from the IBM-Q
computer ibm lagos and the D-Wave 2000Q QA com-
puter DW 2000Q LANL. In this illustration, a variety of in-
put fields (i.e., hin) ranging from −1 to +1 are executed
on the hardware and the heff values are computed. Not-
ing that the QA protocol of DW 2000Q LANL yields β ≈ 10
[16, 31], in order to have comparable hin/heff relationship
between the two models of computation, we fix β = 10
in Eq. (4) of the QC model as well.

Recall from the discussion in Section II that we ex-
pect a linear relationship between the values of hin/heff.
Reviewing the results presented in Fig. 2a largely con-
firms the expected linear relationship; however, one can
observe notable deviations from the expected model in-
cluding heff saturation effects and minor deviations in the
linear response. Two observations are of particular note:
(1) the QA hardware realizes a maximal heff magnitude
around 5, which is about twice as large as the maximum
magnitude realized by the QC hardware (≈ 2.5); and (2)
there is a notable asymmetry in the maximum magni-
tude of the negative (≈ −2.0) and positive (≈ 2.5) heff

values realized by the QC hardware. The root source
of these deviations and the differences between QC and
QA platforms present interesting questions; however, we
will leave those investigations to future work and begin
by proposing metrics that provide a coarse summary of
a qubit’s characteristics in this hin/heff procedure. As
illustrated in Fig. 2a, the 4 metrics we propose are: re-
sponse / bias, the slope and the offset extracted from
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fitting an affine model in the linear operating region of
the qubit; and positive / negative saturation, the max-
imum and minimum observed heff values capturing the
hardware’s output saturation points. To fit the affine
model, a subset of the data is selected hin ∈ [−0.1, 0.1],
where the response behaves linearly in both hardware
platforms. In general, this range may need to be revised
based on the performance of a specific hardware device
to yield and accurate fit of the data.

It is important to briefly remark on the data re-
quirements for an accurate estimation of heff, especially
for large hin values. For each value of hin, one col-
lects M samples to extract a conditional expectation

Ê
[
σ | hin

]
, which corresponds to an empirical effective

field heff = tanh−1 Ê
[
σ | hin

]
. For a particular value of

M , this estimator is subject to an accuracy limit caused
by finite sampling. For large values of |heff|, the proba-
bility of observing a qubit misaligned with the effective
field decreases exponentially with the field’s intensity; see
Eq. (2). Therefore, if heff = 5 one only expects to see one
misaligned spin configuration in every 22, 000 observa-
tions, requiring millions of samples to have a confident
estimation of heff. Hence, it is necessary to adjust these
data collection requirements to be consistent with the
hardware’s performance. This finite sampling accuracy
challenge is addressed in this work by setting M to a level
that provides tight confidence intervals around the esti-
mation of heff for the particular QC and QA hardware
that were considered; this resulted in M = 8 × 103 and
M = 5×106 for each hardware platform respectively. To
that end, 99.7% confidence intervals (i.e., 3 sigma) for
the experimental data collected by this work are shown
in Fig. 2a.

C. Limitations

It worth briefly mentioning some of the limitations of
this protocol and metrics proposed in this work. It is
widely known that current qubits suffer from notable
amounts of state preparation and measurement errors
(SPAM) [1] yielding spin flips on the order of 1 in 100
measurements [32], which limits the heff that can be
observed on that hardware. QA hardware is known
to suffer from a wide range of integrated control errors
(ICE) [15], which include: background susceptibility;
flux noise; Digital-to-Analog Conversion quantization;
Input/Ouput system effects; and variable scale across
qubits. The differences in how these hardware errors im-
pact qubit performance across these platforms presents a
notable challenge for developing hardware agnostic per-
formance metrics. Although the metrics proposed in this
work do not capture these specific known issues with
qubit performance, they have the advantage of not re-
quiring any assumptions about the particular computing
model or underlying qubit implementation. Developing
approaches for capturing the signatures of a wider vari-
ety of qubit errors presents an opportunity for expanding
the Q-RBPN protocol in future work.

−1 −0.8 −0.6 −0.4 −0.2 0.2 0.4 0.6 0.8 1
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hin

heff

Empirical DW 2000Q LANL

Empirical DW 2000Q LANL 3σ
Empirical ibm lagos

Empirical ibm lagos 3σ

(a) Data obtained after applying the protocol described in
Section II A on two representative qubits, QC qubit (6) of

ibm lagos and QA qubit (305) of DW 2000Q LANL.

−1 −0.8 −0.6 −0.4 −0.2 0.2 0.4 0.6 0.8 1

−4

−3

−2
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1

2

3

4

hin

heff

Empirical ibm lagos

bias + response hin = −0.039 + 9.605 hin

negative saturation = −2.182
positive saturation = 2.803

(b) A visual representation of the 4 features of interest to this
work. The linear function f is obtained by performing a lin-
ear regression on the heff data in the interval hin ∈ [−0.1, 0.1].
The g (respectively h) function is obtained by computing
the minimum and maximum heff values over the whole range

hin ∈ [−1, 1].

FIG. 2: Comparison of the response values recovered
from the Q-RBPN protocol on IBM-Q QC and D-Wave
QA hardware. 900 and 81 evenly spaced hin values are

shown for QC and QA respectively.

III. FULL-CHIP PARAMETER COMPARISONS

The ultimate goal of this work is to develop scalable
qubit performance metrics that can be used across both
QC and QA computing platforms. To that end, we ob-
serve that the single-qubit protocol discussed in the pre-
vious section can be executed in parallel for every qubit
in QC and QA hardware devices. Consequently, we
propose the Qubit Response, Bias, Positive saturation,
Negative saturation (Q-RBPN) protocol that runs the
hin/heff analysis in parallel characterizes the distribution
of response, bias, positive/negative saturation, across an
entire quantum computing hardware device. This proto-
col enables the comparison of a large numbers of qubits
spanning a range of quantum hardware to highlight the
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consistency of qubits across systems, not just individual
qubit comparisons.

To explore the potential of the Q-RBPN protocol, this
work analyzes 2300 qubits spanning 18 QC platforms in
IBM’s Q-Hub (311 qubits in total) and a D-Wave 2000Q
Quantum Annealer located at Los Alamos National Lab-
oratory (2031 qubits), known as DW 2000Q LANL. A sum-
mary of all of the quantum computers considered in this
work and their Q-RBPN results is available in Table I.

On the IBM-Q hardware, the following data collec-
tion settings were used: the number of shots performed
is 8192, and the 1-qubit circuits have all been compiled
with a custom transpiler pass that guarantees that the
result of the compilation will always include 5 hardware-
native gates, which covers the most general case for a
single qubit. This custom transpilation pass is needed to
avoid certain special-cases where the 5 gate decomposi-
tion can be simplified to 3 gates or even a single Rz gate,
which would distort the results obtained by the proto-
col as executing fewer gates results in lower error rates.
See Appendix B for additional details around the 5 gate
decomposition used in this work.

On the D-Wave hardware the following data collec-
tion settings were used, flux drift compensation is dis-
abled, which prevents automatic corrections to input
fields based on a calibration procedure that is run a few
times each hour; the num reads is set to 10000, specifying
the number of identical executions performed for a single
programming cycle of the chip; and the annealing time
is set to 1 µs. For each hin input value, the heff is esti-
mated with 5 × 106 identical executions to ensure high
accuracy of the heff estimation. The following sections
discuss the results of running this Q-RBPN protocol on
all 2300 qubits considered revealing some insights into the
variations between these two quantum computing plat-
forms.

A. Parameter Distributions

Response: The response parameter recovered by the
Q-RBPN protocol is arguably the most important value
as it reflects the hardware accuracy in responding to a
given input value and highlights the hin parameter range
where the hardware will exhibit the best performance.
Figure 3 provides a summary of the response values re-
covered from the QA (top) and QC (bottom) hardware
platforms. Both platforms provide a range of values for
the response with mean and standard deviations of 10.03
± 0.26 (QA) and 9.04 ± 0.88 (QC). These specific mean
values are not of particular note as they can be adjusted
in both platforms by changing how the quantum program
is executed, see Eq. (4) and [16]. However, the variance
value is interesting because it reflects the variability of
the response value across a cohort of qubits that ideally
would have identical response functions. These recov-
ered variance values suggest that the QC qubits exhibit
around twice the variability in the response than the QA
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(a) Histogram of fitted response values on D-Wave
(n = 2031).
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(b) Histogram of fitted response values on IBM-Q
(n = 311).

FIG. 3: Comparison of the response values recovered
from the Q-RBPN protocol on D-Wave and IBM-Q hard-

ware.

qubits, on average. Given that averages over multiple QC
chips may be misleading, we suggest reviewing the chip-
by-chip response variance values in Table I for a more
nuanced comparison where some QC hardware is able to
match the QA response variability and some have notably
higher values.

Bias: The bias parameter recovered by the Q-RBPN
protocol is arguably the least important value as can eas-
ily be corrected by prepossessing the input data. How-
ever, its magnitude and variability do provide a measure
of the calibration accuracy of the qubits. Figure 4 pro-
vides a summary of the bias values recovered from the QA
(top) and QC (bottom) hardware platforms. Both plat-
forms provide a fairly narrow range of bias values with
mean and standard deviations of 0.02 ± 0.07 (QA) and
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(a) Histogram of the computed biases for all the qubits
on the D-Wave chip (n = 2031).
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(b) Histogram of the computed biases for all the qubits
on all the IBM-Q chips (n = 311).

FIG. 4: Comparison of the bias distribution between the
quantum-annealing model of computation with D-Wave
chip and the gate-based model of computation with IBM-
Q hardware. For consistency both plot’s axis range of -
0.3 to 0.3, which excludes three outliers from the D-Wave

dataset.

0.03 ± 0.06 (QC). Although the two histograms appear
to be distinct, computation of the mean and standard
deviation reveals that their performance is remarkably
similar. This level of similarity is notable given the des-
perate implementations of these two types of quantum
devices. One possible explanation is that both platforms
are built on super conducting loops operating a milli-
Kelvin temperatures; possibly this underlying technology
is the limiting the calibration accuracy of these qubits.
Executing the Q-RBPN protocol on a quantum hard-
ware platform that uses a different foundational technol-
ogy (e.g., trapped ions) could provide additional insights
into this hypothesis and is left for future work.

Positive / Negative Saturation: The saturation val-
ues recovered by the Q-RBPN protocol provide useful
information on the range of input parameters that can
be realized in practice. For example, notice in Fig. 2a
that there is no effective difference in heff for the range
of |hin| ∈ [0.6, 1.0], suggesting a programmable range of
hin ∈ [−0.4, 0.4] would be more suitable if the user would
like to the hardware respond consistently to different hin

values.
Figure 5 provides a summary of the saturation values

recovered from the QA (top) and QC (bottom) hard-
ware platforms. This parameter highlights the biggest
differences in both of these hardware platforms. A first
observation is that QA hardware realizes notably larger
saturation values (≈ 5.0) than the QC hardware (≈ 2.5).
This result suggests a larger programmable range for the
QA hardware as compared to the QC hardware. Note
that using the protocol presented in Section II to realize
large values of heff requires the QC hardware to resolve
very fine angles (i.e., to distinguish values of heff ≥ 5 re-
quires an angle resolution below 0.01 radians), presenting
a significant test of the hardware’s control system. A sec-
ond observation is that the variation of saturation points
of the QA hardware (≈ 0.15) tend to be more consistent
that the QC hardware (≈ 0.30). Finally, these results
highlight that the asymmetry of the saturation values in
the QC hardware that are shown in Fig. 2a are a fairly
consistent feature of the IBM-Q hardware. We suspect
this asymmetry is related to operational challenges that
encourage the hardware to prefer one state over another;
however, a comprehensive test of this hypothesis is left
for future work. For application developers, knowledge of
this QC hardware asymmetry is useful as it can inspired
different treatment of negative and positive hin values.
Overall, these saturation metrics provide a clear distinc-
tion between the qubits in the QA and QC hardware
considered here and highlights one feature for possible
improvement in QC hardware.

IV. DISCUSSION & CONCLUSION

In the era of NISQ devices, QCVV plays a valuable
role in measuring and tracking the fidelity of quantum
hardware platforms. However, QCVV protocols that can
measure and compare the performance of both QC and
QA hardware have been limited. In this work, we pro-
posed the Q-RBPN protocol to fill this gap and provide
a simple and scalable single-qubit performance compar-
ison across different quantum hardware platforms. We
hope that the four metrics proposed in this work – re-
sponse, bias, positive/negative saturation – will provide
valuable tools for tracking the progress of a wide range
of quantum hardware platforms over time, irrespective of
the computational model under consideration.

In addition to tracking qubit performance, the met-
rics proposed in this work also have interesting implica-
tions for specific applications of quantum computing. In
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(a) Histogram of the negative and positive saturation values on D-Wave (n = 2031).
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(b) Histogram of the negative and positive saturation values on IBM-Q (n = 311).

FIG. 5: Comparison of the distributions of negative and positive saturation for D-Wave hardware (above) and IBM-Q
hardware (below). The vertical black line on each plot corresponds to the mean over all the collected data for the chip
considered. The D-Wave mean of −0.01 indicates that the negative/positive saturation values are distributed in a
nearly symmetric fashion. The 0.343 mean value for IBM-Q hardware indicates that the negative/positive saturation

distributions are biased tower positive values.

the context of quantum accelerated Boltzmann sampling,
the saturation analysis in this work provides insights into
what types of distribution parameters can be accurately
represented on a given hardware device. If we consider
calibration of variational quantum algorithms with hard-
ware in the loop, these metrics provide bounds on the pa-
rameter values where the hardware has a good response
to the input functions. In the context of quantum accel-
erated optimization, the programmer often has freedom
to rescale the problem parameters. The saturation val-
ues provided by Q-RBPN indicate the optimal problem
scaling on a given hardware platform, which can increase
the accuracy of cross-platform optimization performance
comparisons.

Finally, this work has revealed some key directions for
future investigation. The first direction is to execute the
Q-RBPN protocol on a wider range of quantum hardware
platforms [2]. Ion trap based QC [5] and emerging QA
[33] hardware platforms are natural next steps to under-

stand how the proposed metrics vary across additional
hardware realizations. A second direction is to better
understand what are the underlying mechanisms that re-
sult in non-ideal behavior of qubits in the Q-RBPN pro-
tocol. Such insights could improve the interpretability of
the Q-RBPN metrics, introduce additional measures of
qubit performance and potentially point to fundamental
limits on the performance of the underlying hardware.
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Chip Name Qubits Response Bias Negative S. Positive S.

DW 2000Q LANL 2031 10.03± 0.26 0.02± 0.07 −4.92± 0.15 4.90± 0.16
all ibmq backends 311 9.04± 0.88 0.03± 0.06 −1.65± 0.37 2.33± 0.53
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ibmq mumbai 27 8.96± 0.60 0.01± 0.03 −1.61± 0.25 2.06± 0.47
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ibmq toronto 27 8.80± 1.21 0.04± 0.05 −1.67± 0.48 2.35± 0.72
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ibmq jakarta 7 9.19± 0.31 0.03± 0.06 −1.65± 0.26 2.32± 0.27
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ibmq santiago 5 8.95± 0.50 0.05± 0.02 −1.57± 0.33 2.15± 0.50
ibmqx2 5 7.31± 1.03 −0.04± 0.08 −1.16± 0.24 1.30± 0.44
ibmq armonk 1 8.23± 0.00 0.01± 0.00 −1.28± 0.00 1.41± 0.00

TABLE I: A summary of the Q-RBPN metrics broken down by specific hardware devices including one D-Wave
quantum annealing hardware and eighteen IBM-Q quantum computing hardware. The statistics of each of the Q-

RBPN metrics are presented in the format [mean] ± [standard deviation].
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Ry (θ) Rz (φ) Zq

c c̄

FIG. 6: A more general 1-qubit quantum program used
to conduct the Q-RBPN protocol. The rotation angle
φ is a free input parameter and the rotation angle θ is

obtained from specified hin values via Eq. (4).
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FIG. 7: Result with multiple different values for φ
zoomed. Data gathered on qubit 0 of ibm lagos. Plot

obtained with a value of β = 10.

Appendix A: Alternative Quantum Gate Programs

The quantum circuit presented in Fig. 1 is suitable for
implementing the Q-RBPN protocol developed in this
work. However, this is not the only program that could
have been used in QC context. In particular, this 1-
parameter circuit is only able to explore states that are in
the X-Z plane of the Bloch sphere. It is reasonable to pos-
tulate that more sophisticated QC programs may yield
different results in the Q-RBPN protocol. One option
for considering a more general QC program is to perform
the same 1-parameter experiment but in another plane,
for example, in the Y-Z plane. This process is accom-
plished by adding an Rz (φ) rotation that will rotate the
plane in which the experiment is performed. For the Y-Z
plane, φ = π

2 . The resulting quantum circuit is depicted
in Fig. 6.

To explore the potential of performing the experiments
in a different plane, we repeat the Q-RBPN protocol for
a single qubit with 10 evenly spaced values of φ ∈ [0, 2π]
and the results are presented in Fig. 7. These results
are what is expected theoretically as an Rz (φ) gate ap-
plied just before the qubit measurement has no effect on
the expected outcome of the measurement. In particular,

the Rx(θ) rotation is simply an Ry (θ) rotation followed
by a Rz

(
π
2

)
rotation. Based on the consistency of these

results we conclude that the simpler quantum circuit pre-
sented in Fig. 1 is suitable for implementing the Q-RBPN
protocol developed in this work.

Rz (θ1)
√
X Rz (θ2)

√
X Rz (θ3)

Zq

c c̄

FIG. 8: The 1-qubit quantum program in the IBM-Q
native gate set that was used in this work to perform
any single qubit operation with a standardized program

size.

Appendix B: Quantum Gate Program Consistency

Given the NISQ nature of available QC quantum
hardware, the specific details of the quantum programs
can have a notable impact on performance [34, 35].
When performing benchmarking and extracting metrics
from several different quantum circuits, consistency is
paramount; i.e., one does not want a few quantum cir-
cuits being treated differently than the others. In par-
ticular, it is important in the Q-RBPN protocol that all
of the quantum circuits used to perform an experiment
have the same number and type of quantum gates. This
configuration is important because each gate introduces
some amount of error into the computation [32], and,
hence, executing smaller circuits changes overall error
model. Running identical circuits reduces the potential
biases that might emerge when different equivalent cir-
cuits are executed.

As this work is only concered with benchmarking in-
dividual qubits, we observed that there exists a 5 gate
program (using IBM-Q native gates) that can implement
any 1-qubit operation as illustrated in Fig. 8. This 5 gate
program tends to also be the smallest program that can
implement a given single-qubit operation; however, some
care needs to be taken with special-cases that arise; for
example, when the 1-qubit quantum gate can be com-
piled to a single Rz (θ) gate. In such cases, for consis-
tency, we want the quantum circuit to still contain the 5
gates from Fig. 8, even though 1 gate would be enough.
This result is achieved by implementing a specific tran-
spilation pass for IBM’s qiskit transpiler, to ensure that
all 5-gates are generated for any desired single-qubit op-
eration.
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