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Abstract

There is a growing need for 3D colored maps acquired from multi-sensor moving platforms. Accurate multi-sensor data alignment is an important prerequisite for the construction of 3D colored maps derived from simultaneously acquired camera and Light Detection and Ranging (LiDAR) data. However, current alignment methods are hampered by low automation, heavy computational costs or tedious system calibration set-ups. In this paper, we consider a LiDAR–global navigation satellite system (GNSS)/inertial navigation system (INS)–camera system mounted on an Unmanned Aerial Vehicle (UAV) platform. We present a detailed literature review of existing calibration methods for such systems. We propose a new versatile automatic and targetless calibration method of this system. This method involves estimating the calibration parameters by optimizing the correspondence between pairs of conjugate image points extracted from overlapping images and the projection of these points onto the georeferenced LiDAR point cloud. Experiments on actual data show the suitability of this method for the construction of 3D colored point clouds. Quantitative calibration results using checkpoints indicate that the obtained calibration accuracy is compatible with the accuracy of the georeferenced LiDAR point cloud, i.e. 5 cm. Further experiments on simulated data show the robustness of this approach to initial calibration parameters and low sensitivity to LiDAR point cloud density and noise. As this method is quite flexible, we believe it is more suitable for 3D color map generation than other methods proposed in the literature.
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1. Introduction

Light-weight Light Detection and Ranging (LiDAR) sensors, originally developed for automotive applications, have enabled the development of mapping and surveying applications from unmanned aerial vehicles (UAV) over the past decade [1]. Today, UAV platforms equipped with LiDAR and global navigation satellite system (GNSS)/inertial navigation system (INS) sensors provide a lower-cost alternative to airborne LiDAR for quick and efficient generation of 3D maps at the square kilometer scale. Though LiDAR might be seen as a competitor to photogrammetry, LiDAR and imagery are two complementary technologies. Whereas LiDAR natively delivers 3D point clouds, imagery provides 2D to 2.5D rasters of an object’s spectral properties. Matching the color on the geometry leads to colored point clouds or a color-draped digital surface model (DSM) which generates valuable information for the model, e.g. for classification [2]. However, in order to take advantage of their complementarity, those two heterogeneous data must be properly aligned.

LiDAR and cameras have different acquisition principles and therefore capture different features; LiDAR data is able to represent complex 3D objects with poor spatial resolution and color information, while cameras capture 2D dense and colored information. These differences in modalities make it very challenging to solve the LiDAR–camera calibration automatically in natural environments without markers or precise initialization of the calibration parameters. Many research studies have addressed
the alignment problem regarding camera and LiDAR data in the past decade [3–7], but no versatile solution has been found yet [8, 9]. Recent studies, such as [10–12], corrobore the fact that efficient camera and LiDAR integration on moving platforms is still an unsolved research problem.

In this paper we propose a novel approach for camera and LiDAR data alignment by avoiding the above mentioned limitation. The proposed alignment method intends to jointly calibrate 3 rigidly mounted sensors: a laser scanner \((s)\), a camera \((c)\), and a GNSS/INS \((g)\). As in [11], we rely on time-synchronized camera and LiDAR datasets with respect to the GNSS/INS measurements.

The proposed method:

- is fully automatic
- requires no calibration markers or target
- is suitable for natural environments as it does not require the capture of remarkable geometric features, e.g. over urban scenes
- does not require LiDAR intensity data
- does not require initial calibration parameters close to their optimum values.

Besides the above-mentioned advantages of our approach, the limitations are summarized as follows:

- The method relies on the availability of sufficiently accurate GNSS/INS data.
- Our approach does not estimate the camera intrinsic parameters but requires them to be pre-calibrated.

Calibrating a multi-sensor system, whose individual sensors have been pre-calibrated, consists of estimating the six mounting parameters; three rotational parameters, called boresight angles (roll, pitch, heading), and three translational parameters called lever-arm. Those parameters can be represented by a rigid-body homogeneous transformation matrix \(T^b_s\) which depicts the position and orientation of frame \(b\) of sensor \(B\) with respect to frame \(a\) of sensor \(A\).

Assuming that each sensor is rigidly mounted, estimating the calibration parameters of \(T^c_s\) and \(T^g_s\) is equivalent to estimating \(T^c_g\), because \(T^c_g = T^c_g \cdot T^s_c\), as illustrated in Fig. 1.

In this paper we propose a new method that solves the full LiDAR–GNSS/INS–camera calibration problem. Our approach successively computes \(T^g_s\) and \(T^c_g\) in a way that ensures data consistency, and thus accurate LiDAR–camera sensor alignment.

The paper is structured as follows. In section 2, a detailed overview of state-of-the-art methods for LiDAR–camera, LiDAR–GNSS/INS, GNSS/INS–camera, joint LiDAR–GNSS/INS–camera data alignment, and point cloud colorization is presented. Section 4 describes the study site and the datasets used for the proposed calibration method and its evaluation. Section 3 introduces the proposed calibration method and section 5 describes the experiments carried out to evaluate the performance of the proposed calibration method. The results are presented in section 6 and we discuss the results and some limitations of our methods in section 7. This work is finally concluded in section 8.

2. Related Work

In this section, we review major state-of-the-art methods that address the problem of aligning data captured from a multi-sensor system composed of a LiDAR, a camera, and a GNSS/INS. Only a few previous studies addressed the joint calibration problem for such a multi-sensor system. Most studies only consider a pairwise calibration between two of the three sensors. Therefore, we present methods that align data from either a LiDAR and a camera, a LiDAR and a GNSS/INS, a camera and a GNSS/INS and a full multi-sensor system. The presented methods are applied to airborne platforms as well as to UAV-borne and terrestrial platforms.

2.1. LiDAR–Camera Alignment

Extensive studies have been conducted on matching LiDAR and camera data and the different methods can be classified depending on the acquisition platform (airborne, UAV-borne, or terrestrial), dimension of conjugate features (2D-2D, 2D-3D, 3D-3D), human-interaction level (manual, semi-automatic, fully automatic), observed scene (urban versus natural environment), operation mode (online versus offline), etc.

In the literature review hereafter, we have distinguished target-based from targetless methods. Among targetless approaches, we segmented 3D-3D alignment, motion-based and feature-based methods, with the latter being further divided into feature-based and dependence-based methods. The advantages and limitations of each approach are discussed.

2.1.1. Target-based Methods

Target-based methods utilize a calibration object, or calibrated markers, which can be identified in both sensor modalities. A geometric constraint is then found to estimate the best rigid-body transformation that aligns the extracted calibration object or features from both modalities in a common space.

To our knowledge, the first published method that addressed the calibration problem regarding a LiDAR–camera system in a robotic context was in [13]. By using a V-shaped target, the authors define a geometric relationship between the laser range finder and the camera. They estimate the mounting parameters through a non-linear least-square function minimization. In [14] and [15], the authors calibrate a laser range finder and a camera by using camera and LiDAR observations of a checkerboard viewed from multiple angles. Laser points lying on the checkerboard pattern and the normal vector of the calibration plane estimated in the camera reference frame provide constraints on the calibration parameters. These parameters are then estimated by minimizing the distance from
the laser points lying on the checkerboard pattern to the corresponding plane observed on the image. Thereafter, several modifications of the previous methods were proposed using single or multiple checkerboards [16–19] but also different calibration patterns, such as a circular target [20], a spherical target [21] or a trihedral calibration object [22]. Apriltags were also used in [23] to calibrate a multi-camera and multi-LiDAR system.

The main advantage of target-based calibration methods is their ability to provide accurate calibration without requiring any initial pose estimation. However, as a shortcoming, target-based calibration is often conducted indoors in non-operating conditions. As the target is closer to the multi-sensor system than the objects of interest, the calibration would most likely be biased. Moreover, target-based methods are often performed once based on the assumption that the calibration parameters will not be altered after several task repetitions. This may be a valid assumption for static platforms, but it might not be true for mobile platforms.

2.1.2. 3D-3D Alignment Methods

Another way to align LiDAR and camera data is via 3D-3D alignment methods which are based on cloud-to-cloud registration. A 3D point cloud representing the captured scene is usually reconstructed from multiple images in a bundle adjustment framework [24] and then aligned with the recorded LiDAR point cloud of the same scene. For cloud-to-cloud registration, the iterative closest point (ICP) algorithm [25, 26] is a method of choice with several advantages. ICP has been proven to converge and is straightforward to implement. Moreover, many variants tailored for specific tasks at hand have been developed (see [27] for a comprehensive review). The study in [28] proposes an automatic video-to-3D registration framework using aerial oblique video images and LiDAR data. The relative camera poses are retrieved by frame tracking and alignment. Motion stereo is used to compute a dense 3D point cloud from the video, which is then aligned with LiDAR data using ICP. A coarse-to-fine registration method that aligns UAV-borne LiDAR and camera data is proposed in [7]. Coarse registration is performed by extracting and matching building outlines in a LiDAR point cloud and images. Fine alignment is then achieved using ICP on the point cloud and a dense 3D photogrammetric model reconstructed using structure-from-motion (SfM) and multi-view-stereo algorithms. In a recent study [10], the authors propose a coarse-to-fine registration of LiDAR and camera data acquired from a low-cost UAV. Coarse registration is performed using a GNSS/INS-aided SfM, which aims to correct the GNSS/INS trajectory. Fine registration is then carried out by iteratively minimizing the difference between the depth maps derived from SfM reconstructed point clouds and the projected laser points. In this work, the cloud-to-cloud registration is achieved in the image space.

The main advantage of 3D-3D alignment methods is to allow precise registration using a reconstructed geometry of the captured scene from image and LiDAR data. However, the huge computing cost underlying those methods is a major drawback, as dense reconstruction from multiple images is often required for accurate results. Furthermore, ICP requires good initial estimates to converge to the global optimum.

2.1.3. Motion-based Methods

Motion-based methods exploit the motion of rigidly mounted sensors on a moving platform to estimate the sensors mounting parameters. These methods are closely related to the hand-eye calibration problem [29] addressed by the robotic community, where a camera (“eye”) is rigidly mounted on a robot gripper (“hand”). The aim of the hand-eye calibration is to estimate the unknown transformation between the camera and the gripper coordinate frames based on the motions undergone by the gripper and camera, with the latter being estimated from captured images. In early studies [30, 31], the main limitation of motion-based methods was that calibrated markers were required to estimate the camera motion. More recently, [32–35] make use of visual odometry and SfM techniques to overcome this limitation. In [36], the authors extend the hand-eye calibration framework to initialize the mounting parameters of a 3D LiDAR unit and a camera mounted on a moving robot. The motion each sensor undergoes is estimated independently. LiDAR motion is estimated using the ICP algorithm, while camera motion is computed using standard image feature point tracking.

The advantage of motion-based techniques is that they do not require precise sensor pose initialization. In addition, no sensor overlap is required. Nevertheless, these methods are limited by the specific drawbacks of the techniques used to estimate the motion of each sensor. Moreover, a major limitation of motion-based methods is that they require large range of motion to give accurate calibration results. Finally, precise temporal registration between sensor motions is required.

2.1.4. Feature-based Methods

Feature-based methods retrieve the best calibration parameters by extracting and matching conjugate features from LiDAR and camera data. According to [37], finding conjugate features follows typically one or a combination of the following approaches:

- extract 3D features from LiDAR data and stereo images or a reconstructed photogrammetric model (2.5D/3D)
- extract 3D features from LiDAR data and 2D features from images
- create a synthetic 2D image from a LiDAR point cloud and then extract 2D features from both datasets.

Low-level feature techniques extract and match features such as edges and corners to usually determine the align-
ment between LiDAR derived intensity and optical images [38–40]. High-level feature techniques utilize regions, building contours or line-segment-based features extracted from images and from point clouds to align LiDAR data and optical imagery [41, 42]. The authors in [43] propose a new feature composed of connected line segments to compute 3D-2D correspondences between aerial LiDAR data and aerial images. A two-level random sample consensus (RANSAC) scheme [44] is then used to achieve a robust estimation of the calibration. The method described in [6] combines corner-based and segment-based features to match airborne LiDAR and optical imagery depth maps. A two-level RANSAC is used to overcome outlier problems for camera pose estimation.

Feature-based methods have the advantage of being well suited in situations where distinctive structural details are present within both data modalities, such as urban or man-made environments. But automatic feature-based methods are not very effective in natural environments [45]. Furthermore, optical images and LiDAR data capture different feature characteristics, and even between intensity and visible images, low-level features may not have correspondences, thus leading to failure. Finally, automatic high-level feature extraction methods generally require manual supervision or intervention for the calibration to be accurate. The alignment accuracy strongly depends on the feature extraction quality.

### 2.1.5. Dependence-based Methods

In dependence-based methods, calibration is performed by maximizing a dependence metric expressing a signal similarity between LiDAR data and optical imagery. Usually the signal is expressed in a two-dimensional space, so a synthetic LiDAR image must be created by projecting and interpolating LiDAR points on the image grid. The method is based on the assumption that two specific signals, i.e., one extracted from LiDAR data and the other from image data, are somehow correlated. The calibration parameters are estimated by maximizing a dependence index in an optimization framework. Two major similarity metrics are utilized in dependence-based methods: $\chi^2$ statistics and the mutual information (MI).

The authors of [46] propose to maximize $\chi^2$ statistics between a LiDAR reflectance image and a gray-scale derived RGB image in order to estimate the mounting parameters of the LiDAR-camera system. Assuming two random variables $X$ and $Y$, the $\chi^2$ statistic gives a measure of how close the observed $X$-$Y$ joint distribution would be to the distribution obtained by assuming that $X$ and $Y$ are statistically independent. In [46], $X$ and $Y$ represent the probability densities of the laser-derived reflectance image and the optical gray-scale image respectively. The authors experiment show that the method requires a good initial calibration value because the $\chi^2$ statistic's global maximum does not always correspond to the desired alignment. The MI similarity metric is used in [47] to match aerial imagery of an urban scene on LiDAR point clouds by minimizing the joint entropy, which is equivalent to maximizing the MI, between the grayscale-encoded LiDAR elevation, LiDAR return intensity and optical imagery. A correlation between the LiDAR elevation and image luminance is assumed, which is suited for urban scenes with high buildings. The authors of [48] introduce the combined mutual information (CMI) method for multivariable statistical similarity using matched aerial LiDAR DSM and intensity values with aerial optical imagery. The study shows that CMI techniques improve registration accuracy and robustness compared to conventional MI. In [49] and [4], the authors manage to align LiDAR intensity images and gray-scale images by maximizing the MI. The method proposed in [50] uses normalized MI and particle swarm optimization to compute the rigid body transformation and the camera focal length between a synthetic LiDAR image and an optical image. Depending on the application, different LiDAR features such as intensity return values, or estimated surface normals are used to generate the LiDAR image. The authors of [3] propose a new dependence metric, i.e., the gradient orientation measure (GOM), which computes how well gradient orientations are aligned between a LiDAR intensity image and optical images. In [51], the authors propose a coarse-to-fine method to register large-scale urban terrestrial LiDAR data and optical images. A new dependence metric is introduced and an alternative method in case of nonavailable LiDAR reflectance values is proposed. The authors of [52] use a dependence metric for online calibration of an automotive LiDAR-camera system. The metric is based on the idea that LiDAR depth discontinuities should correspond to an edge in the images. The method involves projecting LiDAR points corresponding to depth discontinuities in an edge-processed image. A score is then computed, that rewards LiDAR points falling on an image edge, assuming that the score is maximal when the two sensors are correctly aligned.

Dependence-based methods allow generally fast, automatic and fine sensor calibration. However, the optimization problem is usually highly non-convex. These methods require a highly constrained search space and are thus solely limited to locally-optimized calibration refinement. Moreover, for dependence metrics using intensity, nonuniform lighting (e.g. shadows), can play a critical role in drastically decreasing LiDAR reflectivity and image intensity correlation.

### 2.2. LiDAR–GNSS/INS Calibration

In this section, we review methods that address the problem of estimating calibration parameters between a GNSS/INS and a laser scanner. Incorrect LiDAR–GNSS/INS data alignment is the main source of error in data produced by airborne and terrestrial mobile mapping laser systems. Various methods have been proposed for correcting LiDAR–GNSS/INS calibration parameters by eliminating discrepancies in overlapping point cloud areas. Extensive research revealed two main categories of
calibration approaches that should be mentioned, i.e. approximate and (quasi-)rigorous methods.

Approximate methods, such as those described in [53–55], are data-driven methods that solely use the positional information of georeferenced LiDAR points to reduce strip-to-stripe discrepancies. Such methods do not require raw data like GNSS/INS measurements, which are not always available for end users. However, those methods are considered non-rigorous because all the biases related to point cloud georeferencing cannot be compensated by arbitrary transformations.

On the other hand, rigorous methods, such as [56–58] fully or partially (e.g. in [55]) model the LiDAR–GNSS/INS georeferencing principle in order to eliminate systematic errors in the calibration parameters causing misalignment between LiDAR and GNSS/INS data. Such methods express strip-to-strip discrepancies as a function of the calibration parameters and by integrating LiDAR and GNSS/INS measurements, such as the range and scan angle of the laser scanner, and position and orientation observations of the GNSS/INS unit.

In order to quantify strip-to-stripe discrepancies, conjugate tie points, planar patches and/or modeled surfaces are usually matched in overlapping LiDAR point clouds from survey strips. Those discrepancies are then used to determine a misalignment criterion generally defined as a distance (e.g. [59]). Due to the nature of LiDAR data, automatic identification of conjugate points is not reliable [53] and should therefore be performed manually. Furthermore, the identification and selection of conjugate surfaces requires fastidious pre-processing steps (e.g. region growing, principle component analysis or RANSAC) and adapted sites, e.g. urban environments [54, 56, 58, 60]. However, point-to-patch matching methods [61, 62] advantageously present direct and automated correspondences.

Once the correspondences are established, the misalignment criterion is expressed as a function of the sought-after parameters given the utilized model (rigorous, quasi-rigorous, etc.). Least squares adjustment (LSA) is then performed to estimate the modeled parameters. In [62], the authors propose a method for LiDAR strip adjustment. Their approach is able to correct biases on the LiDAR–GNSS/INS calibration parameters as well as additional systematic errors such as laser-beam encoder offsets or scale factors and biases in the GNSS/INS observations. Their method is based on the ICP methodology, where discrepancies between robustly selected point-to-plane correspondences from overlapping LiDAR strips are minimized via LSA.

The problem of optimal selection of LiDAR observations for strip adjustment was recently addressed in [63]. The authors rely on modeled measurement uncertainties of georeferenced LiDAR points in order to achieve a minimal LSA problem size.

Note that the authors of [61] claim that the vertical lever-arm component cannot be estimated by only observing discrepancies between strip-to-strip correspondences, because an error in the vertical lever-arm parameter produces the same effect regardless of the flying direction or flying height. The vertical lever-arm offset can only be estimated if at least one vertical ground control point (GCP) is used. This limitation is again highlighted in [11]. Consequently, the authors decided to bypass the problem by manually measuring and then fixing the vertical lever-arm component of the laser scanner during the optimization. Moreover, the authors of [12] state that, “depending on the sensors assembly, flight configuration, and terrain geometry, some of these parameters [mentioned in [12, Table 1]] may be completely correlated and therefore not estimable.” However, they give no further information about the parameters that are likely not estimable.

2.3. GNSS/INS–Camera Alignment

In this section, we review studies that tackle the problem of estimating calibration parameters between a GNSS/INS and an optical imaging sensor mounted on a mobile system. This problem has mainly been studied in two research fields: robotics and photogrammetry. Both fields address the problem differently. In robotics, problems such as simultaneous localization and mapping (SLAM) are of interest and fast or real-time calibration is often preferred [64, 65]. This has led to extensive development of online filtering methods [66, 67], and more recently keyframe-based nonlinear optimization methods [68, 69]. High precision is preferred over fast computation in the photogrammetry and remote sensing field. A high performance optimization framework such as bundle adjustment [24] has been used to estimate the calibration parameters. Those methods can essentially be divided in two variants: two-step and single-step methods. In the two-step procedure, the calibration parameters are estimated by comparing the measured GNSS/INS trajectory with the camera motion that is estimated using aerotriangulation and bundle adjustment [70, 71]. This method originates from the photogrammetry community and is closely related to the robotic hand-eye calibration method mentioned in section 2.1.3, where the “hand” is replaced by a GNSS/INS positioning sensor. In single-step methods, the calibration parameters are expressed as unknown in the mathematical model of the bundle adjustment procedure. Solving the bundle adjustment problem will then directly yield their estimated values [72, 73]. However, in both methods, images usually must be captured over a calibration site with uniformly distributed markers or ground control points in order to achieve precise data alignment.

In [74], the authors studied flight configuration requirements for reliable estimation of GNSS/INS–camera calibration parameters. This study showed that images taken from two opposite flight lines with 100% overlap allow good estimation of the roll and pitch parameters as well as the planimetric lever-arm components. Having images from parallel flight lines with the least possible overlap allows a more reliable estimation of the heading parameter. Moreover, the authors of [11] claim that having im-
In [75], a GNSS/INS–camera boresight angle calibration method is proposed using a LiDAR digital elevation model (DEM). Manually selected tie points from overlapping images are triangulated in the 3D object space and then refined using the LiDAR elevation data. The boresight angles are then estimated by minimizing the distance in the image space between the backprojected refined 3D points and the manually selected tie points. However, except for [75], these methods only address the GNSS/INS–camera calibration problem without using LiDAR data. Therefore, the data consistency cannot be guaranteed in the case of a joint LiDAR–GNSS/INS–camera calibration. The method in [75] relies on prior DEM and the authors do not mention the calibration problem between a LiDAR and a GNSS/INS sensor.

2.4. Joint LiDAR–GNSS/INS–Camera Alignment

In this section, studies addressing the joint calibration of a multi-sensor composed at least of a camera, a LiDAR and a GNSS/INS sensor are reviewed.

The authors of [76] propose a motion-based (see section 2.1.3) calibration method for a multi-sensor array composed of a camera, a 3D LiDAR and an GNSS/INS for automotive mobile platforms. Each sensor trajectory is independently estimated using sensor-specific techniques and then aligned by successively computing the rotational and translational offsets between all sensors of the array. The LiDAR trajectory is estimated by using the ICP algorithm between successive scans, while the camera poses are computed using a standard visual odometry approach.

The missing camera motion scale is estimated by incorporating additional sensor information from the array. In this method, all calibration parameters are estimated by considering only pairwise transformations between the sensors. As stated in [76], the result leads to a non-consistent solution. The authors performed an additional optimization step to find a consistent transformation. However, in this step the authors only optimized the rotation part of all estimated transformations because the camera transforms contained scale ambiguity.

In [11], the authors propose a calibration method for a multi-sensor system composed of multiple cameras, multiple LiDARs and a GNSS/INS sensor and achieved consistent calibration of all those sensors. The method is based on a modified bundle adjustment model, where image point scale factors are not eliminated but treated as unknowns. This allows the pairing of conjugate 3D image points and LiDAR derived linear and planar features extracted from the acquired data. The main limitation of this approach is that the method relies on the presence of high level features in the scene, which reduces the flexibility of the approach. Consequently, the extraction of high level features requires manual intervention, which means the method cannot be fully automatic (see section 2.1.4).

The authors of [12] present a hybrid orientation of LiDAR point clouds and aerial images designed to solve LiDAR strip adjustment and aerial triangulation in the same optimization framework. The method matches LiDAR strips and a photogrammetric reconstructed point cloud by optimizing several parameters, such as the absolute LiDAR and image data orientations, as well as the interior and mounting parameters (boresight angles and lever-arm) of the laser scanner and camera. Inspired by the ICP methodology, the method performs a 3D-3D alignment (see section 2.1.2) by iteratively minimizing discrepancies between defined sensor observation point-to-point and point-to-plane correspondences. The established correspondences are: strip-to-strip, control point-to-strip, image tie point-to-image tie points, image tie point-to-control point and image tie point-to-strip. The authors claim that selecting the appropriate image tie point-to-strip correspondences is not clear-cut as both sensors capture different features of the scene and exact correspondences might not be possible. This is mainly true when dealing with natural scenes where flat areas are absent.

2.5. Point Cloud Colorization

Once the LiDAR–GNSS/INS–camera alignment is properly performed, a 3D georeferenced LiDAR point cloud and the position and orientation of each image can be reconstructed in the same reference frame. Each 3D LiDAR point can then be projected in captured images. A pixel color can be associated with each LiDAR point falling in an image. For a set of $M$ images, a 3D LiDAR point has $m$ pixel color candidates, with $m \leq M$. When multiple overlapping images are available ($m \geq 2$), a colorization strategy has to be developed to assign a single color to each LiDAR point. Moreover, in order to avoid erroneous colorization, determining whether a LiDAR point is visible or occluded from a specific view point is crucial. We first review methods concerning the problem of point visibility in a point cloud. Then we present different proposed colorization strategies.

The Z-buffer method [77] is commonly used to detect occluded areas by utilizing a DSM derived visibility map, namely the buffer. The authors of [78] introduce two new angle-based methodologies for occlusion detection of a LiDAR derived DSM. Those are based on checking the off-nadir angle to the line of sight connecting the perspective center of the imaging sensor and the DSM cells. In [79],
an alternative method is proposed that uses height gradients of a LiDAR derived DSM for occlusion detection. The method analyses the surface height gradient at certain sampled directions, guiding the identification of occluded regions in the aerial images. In [80, 81], the authors propose an efficient technique, i.e. Hidden Point Removal (HPR), which does not require any surface reconstruction or normal estimation. The method first transforms the points to a new domain and then constructs the convex hull in that domain. Points that lie on the convex hull of the transformed set of points are the images of the visible points.

In [82], the authors developed an efficient colorization strategy that colorize a LiDAR point cloud from a video stream. For each LiDAR point, a robust average color value of every pixel candidate is sequentially computed and updated once a color candidate is recorded. In this way, all color candidates for each LiDAR point do not have to be stored, thus avoiding an intractable problem. In addition, HPR is used to select visible LiDAR points from each image point of view. One colorization strategy also involves casting the colorization problem from multiple views to a single view colorization scheme. An option is to use the closest image to the considered LiDAR point, as accomplished in [83]. This method has the advantage of minimizing the impact of angular errors in the calibration or in the GNSS/INS measurements. Another approach is to use the image that has the closest view direction to the estimated point normal, as mentioned in [79]. A global colorization method for large-scale point clouds has also been developed in [84]. This method is based on an optimization framework that aims to assign the best color to each LiDAR point according to a defined criterion. This approach first defines a graph-structure to the un-ordered set of 3D points. Secondly, an energy, composed of a data term and a smoothing term, is minimized to visually achieve pleasing point cloud colorization. The main drawback of this method is its computational cost. Moreover, as this technique does not entirely handle occlusions, artifacts can appear in the colorized point cloud.

3. Proposed Calibration

In this section, we propose a novel method that performs the LiDAR–GNSS/INS–camera calibration by successively determining $T_g^m$ and $T_g^c$ (see Fig. 1). The $T_g^m$ and $T_g^c$ estimations aim at respectively solving the LiDAR–GNSS/INS and GNSS/INS–camera data alignment. The steps involved in the proposed calibration method are depicted in Fig. 2. First, $T_g^m$ is computed by a robust method inspired by a state-of-the-art approach [62]. Second, an estimation of $T_g^c$ is performed based on the previous estimation of $T_g^m$, thus ensuring the data consistency of the entire multi-sensor system.

This work involves four coordinate systems: the reference mapping frame $m$, the GNSS/INS frame $g$ whose time-dependent position and orientation are known in frame $m$, the laser scanner frame $s$ and the camera frame $c$.

In the proposed method, estimations of both $T_g^m$ and $T_g^c$ transformations involve a prior coarse initialization based on the mounting configuration of the multi-sensor system. Unlike other dependence-based methods described in section 2.1.5, our approach is robust enough that no precise initialization is required as it is shown in section 6.4.

The LiDAR–GNSS/INS and the GNSS/INS–camera alignment described in the following sections are performed using data acquired by a UAV-borne multi-sensor system during a flight campaign. Details on the multi-sensor system used and the flight campaign carried out are given in section 4.

3.1. LiDAR–GNSS/INS Alignment

Boresight angles and the lever-arm between $s$ and $g$ are retrieved according to the methodology presented in [62]. Note that by using the method described in [62] we only estimate the boresight angles and the lever-arm offsets. Neither trajectory correction nor scanner intrinsic parameters are computed.

During the least squares adjustment, we fixed the vertical component of the lever-arm to a manually measured value in order to overcome the limitation presented in section 2.2.

3.2. GNSS/INS–Camera Alignment

3.2.1. Material

The estimated transformation $T_g^c$ allows georeferencing in the global mapping frame $m$, a 3D point cloud from
synchronized LiDAR and GNSS/INS measurements. Each image shot is time-tagged by the GNSS/INS and thus its precise position and orientation can be retrieved by interpolation. However, the georeferenced position and orientation of the camera frame \( c \) with respect to the \( m \) mapping frame are only approximately known due to the prior coarse initialization of \( T_m^c \). Input data for our method consists of georeferenced point clouds and images derived from different flight lines collected by the UAV-borne multi-sensor system during a flight campaign (see section 4).

### 3.2.2. Basic Idea

Let us consider a pair of image points \((f_1, f_2)\) extracted respectively from two overlapping images \((I_1, I_2)\), and the two rays passing from the optical center of the camera through those image feature points (see Fig. 3). Let \( Q_1 \) denote the 3D LiDAR point that projects onto \( f_1 \) with \( Q_2 \) denoting the 3D LiDAR point that projects onto \( f_2 \). If \( f_1 \) is the conjugate point of \( f_2 \), then \( Q_1 \) and \( Q_2 \) should be identical. Therefore, the distance between \( Q_1 \) and \( Q_2 \) is a marker of the GNSS/INS–camera misalignment. However, \( Q_1 \) and \( Q_2 \) are most likely not measured. Nevertheless, an estimation of \( Q_1 \) and \( Q_2 \), denoted \( \hat{Q}_1 \) and \( \hat{Q}_2 \), has to be determined, e.g. by reconstructing a surface from measured LiDAR points. Usually this reconstruction is done by using interpolation methods. However, such a surface reconstruction, is computationally demanding and complex, often requiring additional information, such as normal estimations. In our method, we propose to simplify the estimation of \( \hat{Q}_1 \) and \( \hat{Q}_2 \) by using nearest neighbor interpolation. Let \( P_1 \) and \( P_2 \) be the 3D LiDAR points whose respective projections \( p_1 \) and \( p_2 \) in the images \( I_1 \) and \( I_2 \) are closest to \( f_1 \) and \( f_2 \). If no occlusion occurs, as in Fig. 3, then \( P_1 \) and \( P_2 \) are the nearest neighbor interpolation of \( Q_1 \) and \( Q_2 \), (i.e. \( \hat{Q}_1 \) and \( \hat{Q}_2 \)). With this approach, any pair of conjugate image points can be associated with a pair of 3D LiDAR points. The above mentioned notations are illustrated in Fig. 3.

In case of a perfect alignment between the LiDAR and camera data, \( P_1 \) and \( P_2 \) must be identical (see Fig. 3d). In case of an imperfect LiDAR-camera alignment, \( P_1 \) and \( P_2 \) are most likely different (see Fig. 3c). The method proposed in this paper consists of expressing the distance between \( P_1 \) and \( P_2 \) as a function of the calibration parameters. Therefore, any pair of conjugate image points extracted from the image data may be considered to be able to estimate the calibration parameters by minimizing the sum of all squared distances between all pairs of associated 3D LiDAR points.

Our method, unlike that of [75], makes direct use of the LiDAR point cloud and does not rely on prior DSM to match 2D image feature points and 3D LiDAR points. We select 3D LiDAR points whose image projection is closest to the image feature points by performing a nearest neighbor search around each conjugate image feature point in the image space. Moreover, we propose a simple metric to evaluate the GNSS/INS–camera data misalignment by computing a sum of squared Euclidean distances between 3D LiDAR points. LiDAR point normals do not need to be estimated to compute a tie point-to-stripe distance metric, as in [12], which is computationally more expensive than a point-to-point distance.

![Figure 3: Basic idea of the GNSS/INS–camera alignment method. Figures (a) and (b) depict two images partially displaying the same scene taken at different positions, orientations and times. \( f_1 \) and \( f_2 \) is a pair of conjugate image feature points. \( p_1 \) is the projection of \( P_1 \) in the left image, while \( P_2 \) is the projection of \( P_2 \) in the right image. Figure (c) illustrates the case of imperfect GNSS/INS–camera alignment: \( P_1 \) and \( P_2 \) are different 3D LiDAR points. \( Q_1 \) and \( Q_2 \) are estimated projections of \( f_1 \) and \( f_2 \) onto the reconstructed surface. Figure (d) shows the perfect alignment case: \( P_1 \) and \( P_2 \) are the same 3D LiDAR point.](image-url)
Let us consider a pair of image feature points \((f_1, f_2)\) and its associated pair of nearest 3D LiDAR points \((P_1, P_2)\). In order to find \(P_1\), we first project every 3D LiDAR point on the image where \(f_1\) is located. We then perform a nearest neighbor search in the image space around \(f_1\) using a KD-tree [86]. \(P_1\) is the point whose projection is the nearest to \(f_1\) and is located in the image. \(P_2\) is found similarly (see Fig.3a-b). In this way, we avoid performing an expensive nearest neighbor search in the 3D object space to find the nearest LiDAR point to the ray passing through \(f_1\). Although performing a nearest neighbor search in the 2D image space or in the 3D object space is not equivalent, this is a reasonable approximation since images are usually located at high distances above the point cloud.

Let \(d(P_1, P_2)\) be the squared Euclidean distance between \(P_1\) and \(P_2\). Expressing \(d(P_1, P_2)\) as a function of \(\varphi\) gives:

\[
d(P_1, P_2) = \|T_g^m(t_2)T_g^c(\varphi)P_2^c(t_2) - T_g^c(t_1)T_g^c(\varphi)P_1^c(t_1)\|^2, \quad (1)
\]

where \(P_2^c(t_2) (i \in \{1, 2\})\) is the coordinate of the 3D LiDAR point \(P_i\) in the camera frame at time \(t_2\), \(T_g^m(t_2) (i \in \{1, 2\})\), the transformation between the \(g\) and \(m\) frames at time \(t_i\) and \(T_g^c(\varphi)\) the transformation between \(c_{\text{ros}}\) and \(g\) that only depends on the \(\varphi\) calibration parameter.

Let us consider \(N\) pairs of conjugate image features points and \(d_k\) the squared distance between the two 3D LiDAR points associated with the \(k\)-th pair of conjugate image feature points. We determine a GNSS/INS–camera alignment criterion \(C\) which we compute as follows:

\[
C(\varphi) = \sum_{k=1}^{N} d_k \quad (2)
\]

As this criterion is a non-linear function of \(\varphi\), we use a non-linear least square algorithm to find \(\varphi^*\), the global minimum of \(C\). In addition, a Huber loss function [87] is used to minimize the impact of outliers on this calibration.

Note that at each iteration \(i\) in the non-linear least square algorithm, the current value \(\varphi^i\) is used to update the nearest 3D LiDAR points of each pair of image feature points.

The optimization stops when the variation of \(C\) between two iterations is below a specific threshold.

Note that during the optimization, we set the vertical component \(t_z\) of the lever-arm to a manually measured value in order to avoid the limitation presented in section 2.3.

4. Study Site and Datasets

This section briefly addresses the acquired data used in this paper for the proposed LiDAR–GNSS/INS–camera calibration (section 3) and its evaluation (section 5).

4.1. Actual Data

Two flight campaigns \((F_1\) and \(F_2)\) were conducted over a flight area next to the city of Montpellier in the South of France. Data acquired during \(F_1\) is used to perform the LiDAR–GNSS/INS–camera calibration, while data acquired during \(F_2\) is used to evaluate the performed calibration. During both campaigns, camera, LiDAR and GNSS/INS data were simultaneously captured by the same multi-sensor system.

The multi-sensor system is mounted on a DJI-M600 multicopter. It is composed of a YellowScan Surveyor LiDAR system and a rigidly mounted SONY UMC-R10C camera.

The YellowScan Surveyor is composed of a Velodyne VLP-16 laser scanner and an APX-15 GNSS/INS. The manufacturer claims that the Velodyne VLP-16 has a typical range precision of 3 cm. The APX-15 has 0.025° post-processed roll and pitch precision and 0.08° heading. The positioning accuracy given is 2 cm horizontal and 5 cm vertical. Therefore, the manufacturer YellowScan guarantees 5 cm absolute accuracy for a georeferenced LiDAR point cloud resulting from the Surveyor measurements taken below 50 m altitude.

The camera CMOS sensor size is 23.2 x 15.4 mm with an array dimension of 5456 x 3632 pixels (~20 megapixels). The camera is mounted with a 9 mm lens, and offers a 113° horizontal field of view.

LiDAR and photogrammetric targets were spread on horizontal and tilted surfaces at different elevations to be captured during the \(F_2\) flight campaign (see Fig. 4). LiDAR targets are high reflective planar surfaces, and photogrammetric targets are planar objects marked with a checkerboard pattern. LiDAR and photogrammetric targets were surveyed using a combination of total station and differential GNSS measurements, resulting in 53 LiDAR checkpoints and 120 image checkpoints. Both checkpoints have an absolute accuracy of 1 cm or less. LiDAR checkpoints were measured at the center of the LiDAR targets or on the ground, where it is known to be approximately flat. Image checkpoints were measured at each corner of the photogrammetric targets. Examples of LiDAR and image checkpoints are illustrated in Fig. 5.

From the \(F_1\) flight campaign, we extracted an input dataset consisting of camera, LiDAR and GNSS/INS data from parallel and perpendicular flight lines. Those flight lines fulfill the flight configuration recommended in [60, 61] for reliable LiDAR–GNSS/INS alignment and the flight configuration recommended in [74] for reliable estimation of the GNSS/INS–camera calibration parameters. The flight lines used as input data are illustrated in Fig. 4a. This includes 20 images and 7 LiDAR strips consisting of an overall point cloud of approximately 10 M points.

From the \(F_2\) flight campaign, we extracted a test dataset consisting of camera, LiDAR and GNSS/INS data from the 3 parallel flight lines depicted in Fig. 4b. This includes an overall LiDAR point cloud of approximately 15 M LiDAR points and 100 images.
Figure 4: Figure (a) illustrates the flight lines of the input dataset extracted from $F_1$. The input dataset includes 3 flight lines at 45 m altitude and 4 flight lines at 25 m altitude. Figure (b) depicts the flight lines of the test data extracted from $F_2$. The test dataset includes 2 flight lines at 45 m altitude and one flight line at 65 m altitude. The red dots represent the positions of all image and LiDAR checkpoints.

<table>
<thead>
<tr>
<th>Flight lines</th>
<th>Altitude</th>
<th>Direction</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>25 m</td>
<td>NE—SW</td>
</tr>
<tr>
<td>2</td>
<td>45 m</td>
<td>SW—NE</td>
</tr>
<tr>
<td>3</td>
<td>25 m</td>
<td>NW—SE</td>
</tr>
<tr>
<td>4</td>
<td>25 m</td>
<td>SE—NW</td>
</tr>
<tr>
<td>5</td>
<td>25 m</td>
<td>NW—SE</td>
</tr>
<tr>
<td>6</td>
<td>45 m</td>
<td>NW—SE</td>
</tr>
<tr>
<td>7</td>
<td>45 m</td>
<td>NW—SE</td>
</tr>
</tbody>
</table>

(a) (b)

Figure 5: LiDAR and image checkpoints. The green dots describe LiDAR checkpoints and the red dots represent image checkpoints. Dots with both red and green are used simultaneously as LiDAR and image checkpoints.

4.2. Simulated Data

The simulated data consists of 25 point clouds and 20 images. All data are positioned and oriented in a global reference frame. Simulated LiDAR point clouds are generated by sampling an artificially created planar DSM. The images are generated by simulating a camera with a similar focal length, sensor size and array dimension as the camera presented in section 4.1. Simulated images are positioned and oriented according the same flight configuration mentioned in section 4.1. In the proposed calibration method, since the image color information (pixel color) is only used to establish correspondences between image feature points, we directly simulate exact conjugate image feature points instead of creating image color information. We thus generate on the planar DSM, artificial markers (points) which we then project on each image. A marker that projects itself on two simulated images creates an artificial pair of image feature points.

5. Evaluation Methods

In this section, we assess our algorithm performance on both actual and simulated data. Using actual and ground truth data, we quantitatively assess the performance of both LiDAR–GNSS/INS and GNSS/INS–camera alignment. The LiDAR–camera alignment is also evaluated qualitatively by visually examining the point cloud colorization. Using simulated data, we study the sensitivity of the GNSS/INS–camera alignment method to the initial calibration parameters and to the point cloud density and noise.

The proposed LiDAR–GNSS/INS–camera calibration is performed using data from $F_1$ and is assessed using data from $F_2$. LiDAR checkpoints are used to assess the LiDAR–GNSS/INS alignment. Image checkpoints are used to evaluate the GNSS/INS–camera alignment (see section 4.1).

5.1. LiDAR–GNSS/INS Alignment Evaluation

In order to assess the LiDAR–GNSS/INS alignment, in the point cloud from the test data, we select LiDAR points
that we assume to be locally close to every LiDAR checkpoint. We thus consider the points contained in the sphere of 20 cm radius which is centered at the considered LiDAR checkpoint. It should be recalled that LiDAR checkpoints are measured on locally planar surfaces. Let LiDAR checkpoints \( l_1 \) and \( \Omega_1 \) denote the set of LiDAR points selected around \( l_1 \). In case of accurate LiDAR–GNSS/INS alignment, then all LiDAR points in \( \Omega_1 \) are located on the real planar surface around \( l_1 \). Consequently, the distance \( D(l_1, \Omega_1) \), which we define as the orthogonal distance between \( l_1 \) and the plane that best fits \( \Omega_1 \), should be compatible with the precision of the acquisition system, i.e. with the laser scanner and GNSS/INS. However, in case of incorrect estimation of the LiDAR–GNSS/INS calibration parameters, \( \Omega_1 \) is most likely located far from the true neighborhood of \( l_1 \). Therefore, by considering all 53 LiDAR GCPs measured in the flight area, we propose two metrics \( D_L \) and \( \sigma_L \) to evaluate the LiDAR–GNSS/INS alignment. While \( D_L \) assesses the absolute accuracy of the alignment, \( \sigma_L \) assesses its relative accuracy. We define \( D_L \) as the mean of all \( D(l_j, \Omega_j) \) computed for each LiDAR checkpoint \( j \). We define \( \sigma_L \) as the mean of all \( \sigma_j \), where \( \sigma_j \) is the standard deviation of the distribution of the point set \( \Omega_j \) around the best plane that fits \( \Omega_j \). Since LiDAR checkpoints were measured on horizontal and tilted surfaces at different elevations in the flight area, both metrics, \( D_L \) and \( \sigma_L \), are likely symptomatic of the LiDAR–GNSS/INS data misalignment.

### 5.2. GNSS/INS–Camera Alignment Evaluation

We compute the back-projection error in the image space to assess the accuracy of the GNSS/INS–camera calibration. We select, in the F2 flight campaign, 9 images taken at 45 m altitude that contains several photographmetric targets. The corners of each photogrammetric target are detected in each image. Each corner can be associated with a 3D image checkpoint. The distance between the projection of each image checkpoint and the corner it is associated with is a marker of the accuracy of the GNSS/INS–camera alignment. Fig. 6 illustrates the detected corners (in blue) and the projected image GCPs in the image space (in red). The root mean square error (RMSE) is used to assess the alignment accuracy.

### 5.3. LiDAR–Camera Alignment Evaluation

We assess the LiDAR–camera alignment which was performed indirectly by achieving the GNSS/INS–camera and the LiDAR–GNSS/INS calibration. We perform a visual evaluation by colorizing the point cloud using LiDAR and the camera data from the test dataset. To this end, we use a state-of-the-art method to colorize the point cloud by choosing, for each LiDAR point, the pixel value from the spatially closest image, as in [79]. As an extension of our colorization method, we use of a Z-buffer method [77] to detect occluded areas.

### 5.4. Sensitivity Analysis to Initial Calibration Parameters

In order to study the influence of the initial calibration parameters in the proposed GNSS/INS–camera calibration method, we performed experiments on simulated and actual data.

We repeated 100 calibrations using simulated data starting with different initial calibration offsets. The initial boresight angles \((\theta_x, \theta_y, \theta_z)\) and planimetric lever-arm offsets \((t_x, t_y)\) were randomly set to values respectively comprised in the intervals \([-10, 10]\) and \([-1, 1]\) m centered at the parameters true values. The vertical lever-arm offset \(t_z\) was set at its true value during the optimization to avoid a biased estimation, as mentioned in section 2.3.

The experiment on actual data involved repeating the calibration by varying the approximate initial calibration values obtained by the sensor mounting configuration. For this experiment, we used initial boresight angles and planimetric lever-arm offsets, ranging respectively from \(-10\) to \(10\) and from \(-1\) m to \(1\) m with a \(1\)° and \(10\) cm step. Note that a reasonable approximate measurement of the sensor mounting configuration usually enables the operator to estimate the initial parameters with an accuracy of up to a few degrees and centimeters.

### 5.5. Sensitivity Analysis to Point Cloud Density and Noise using Simulated Data

In this section, we study the sensitivity of the GNSS/INS–camera alignment method to point cloud density and noise. Simulated data are used to perform a quantitative analysis in a controlled environment. We conducted 25 experiments, one for each of the 25 generated point clouds. Each experiment consists of performing a GNSS/INS–camera alignment (see section 3.2.3) using the simulated images and one point cloud.

Each of the 25 point clouds are generated from a horizontal planar DSM with 5 different noise level and 5 different density characteristics. The 5 densities are 100, 10, 1, 0.1, and 0.01 pt/m\(^2\). Noise is modeled by a centered random error with a normal distribution which is applied to the position of each LiDAR point. Five different noise levels are investigated that have different standard deviations: 0, 0.01, 0.1, 0.5, and 2 m. Previous experiments have shown that point cloud densities which are too low prevent joint estimation of both boresight angles and lever-arm offsets. By using densities below 1 pt/m\(^2\), the optimized planimetric lever-arm components do not converge but instead oscillate around their optimal values. Therefore, we divide the 25 point cloud set into two subsets: \(S_1\) and \(S_2\). \(S_1\) consists of the 15 point clouds having densities greater or equal to 1 pt/m\(^2\) which are used to jointly estimate both boresight angles and lever-arm offsets. \(S_2\) includes the remaining 10 point clouds which are only used to estimate the boresight angles.

Using the point clouds of the \(S_1\) subset, we simultaneously optimize the boresight angles and the lever-arm. The boresight angles \((\theta_x, \theta_y, \theta_z)\) and the planimetric lever-arm
offsets \((t_x, t_y)\) are initialized far from their true values, while the vertical lever-arm offset \(t_z\) is set at its true value during the optimization to avoid a biased estimation (see section 2.3). Note that the initial calibration parameter values do not influence the resulting optimal parameters as long as nearest LiDAR points to the conjugate image feature points can be found (see section 3). We only optimize the boresight angles using the point clouds of the \(S_2\) subset. The boresight angles \((\theta_x, \theta_y, \theta_z)\) are initialized far from their true values, while the lever-arm offsets \((t_x, t_y, t_z)\) are set at their true values.

Each experiment is run until convergence (see section 3). In order to compare the results between experiments, we compute two error values: the rotational \(\Delta\theta\) and the translation \(\Delta t\) differences between the resulting rigid-body transformation and the ground truth transformation. \(\Delta\theta\) and \(\Delta t\) are computed as follows:

\[
\Delta\theta = \arccos\left(\frac{\text{tr}(\Delta R) - 1}{2}\right),
\]

and

\[
\Delta t = \|\Delta T\|,
\]

where \(\Delta R\) is the difference rotation matrix between the two 3D rotations given, respectively, by the estimated boresight angles and their true values and \(\Delta T\) is the difference translation vector between the two 3D translations given, respectively, by the estimated lever-arm and its true value. Moreover, to ensure that the results are representative, we repeat each experiment 75 times by bootstrapping each input point cloud, thus the error is computed as the mean \(\mu\) of the 75 bootstrapped values.

6. Evaluation Results

6.1. LiDAR–GNSS/INS Alignment Evaluation

\(D_L\) is equal to 2.45 cm and \(\sigma_L\) to 2.81 cm according to the experiment described in section 5.1. This result indicates that both \(D_L\) and \(\sigma_L\), which are related to the error in the LiDAR–GNSS/INS alignment, are indiscernible from the noise caused by the 5 cm accuracy of the YellowScan Surveyor provided by the manufacturer. This indicates a proper LiDAR–GNSS/INS alignment with respect to the utilized sensor accuracy.

6.2. GNSS/INS–Camera Alignment Evaluation

The RMSE is equal to 2.55 pixels according to the experiment described in section 5.2. At 45 m altitude, the approximate ground sampling distance (GSD) of the test images is 2.1 cm/pixel. The checkpoints have a maximum possible measurement error of 1 cm in the mapping frame, so this maximum error projected in the test images is about 0.5 pixel. In addition, the corners are detected with a maximum possible error of 1 pixel. Therefore, the RMSE is 2.55 ± 1.5 pixels. This error is therefore compatible with the YellowScan Surveyor LiDAR measurement accuracy of 5 cm, which is equal to 2.38 pixels in the image space at 45 m altitude.

6.3. LiDAR–Camera Alignment Evaluation

According to the experiment described in section 5.3, the resulting point cloud colorization is illustrated in Fig. 7. The image and LiDAR checkpoint locations are displayed in red. We observe on the checkerboard targets that the colors seem to be correctly assigned the each LiDAR point. Correct color assignment can also be observed on the 3D structures, e.g. on the white truck in frame E in Fig. 7. No miscolorization is visible, e.g. white color on the ground or the ground color on the truck. These results indicate that our proposed alignment approach could possibly also generate an accurate colored representation of the LiDAR point cloud without explicitly estimating the LiDAR–camera calibration parameters.

6.4. Sensitivity Analysis to Initial Calibration Parameters

All calibrations performed on simulated data converged to a solution close to the true calibration parameters. The RMSE between final and true values for \(\theta_x, \theta_y, \theta_z, t_x,\) and \(t_y\) are given on the left side of Table 1. Since at 45 m altitude and at nadir a 1e–3° angular error in the calibration parameters produces a misalignment error in the object space smaller than 1 mm, these RMSE are considered small enough to indicate the robustness of our proposed calibration to parameter initialization.

In the experiment on actual data, the standard deviation of the final calibration parameters \(\theta_x, \theta_y, \theta_z, t_x,\) and \(t_y\) are given on the right side of Table 1. Even though the true calibration values are not known, these results show that the dispersion around the estimated values is low and independent of the parameter initialization, even when actual data is used. The differences in magnitude with the standard deviation obtained using simulated data is due to the fact that the actual LiDAR point cloud has a point density approximately 200 times greater than the simulated one. Further results on the influence of the point cloud density are given in section 6.5.

6.5. Sensitivity Analysis to the Point Cloud Density and Noise using Simulated Data

The results are summarized in Table 2. A double vertical line separates the experiments conducted using the \(S_1\) and \(S_2\) point cloud subsets. On the left, experiments using \(S_1\) are presented, while the right side shows the experiment conducted using \(S_2\).

By looking at the experiments performed on \(S_1\) on the left side of Table 2 (from 100 to 1 pt/m²), we notice that the calibration error increases as the noise level increases. The alignment error also slightly increases as the point cloud density decreases, but the influence of the density level is lower than the influence of the noise level. This highlights the robustness of the algorithm to density variation. Moreover, error values are reasonably small for noise levels up to 0.1 m, with a respective maximal rotational and translational error of 0.0106° and 0.0131 m.
for a density of 1 pt/m$^2$. Generally, both rotational error and translational error increase with increasing noise level.

The results on the right side of Table 2 (from 0.1 to 0.01 pt/m$^2$) show a high error increase with decreasing point density. Moreover, the errors at 0.1 pt/m$^2$ are mainly larger for higher noise levels, but for a density of 0.01 pt/m$^2$, while the noise level no longer seems to have a significant role in the resulting error.
We discuss the mentioned error sources in this section. First, the GNSS/INS–camera alignment method is prone to failure. By our approach, a few wrong image feature points from each image view point should be determined to base only on ground truth. Therefore, a thorough analysis using simulated data could help to understand this contribution on the final alignment result.

We discuss the mentioned error sources in this section. First, the GNSS/INS–camera alignment method markedly depends on the presence and the quality of the image feature points. The overflown area must be sufficiently textured so that evenly distributed image feature points can be automatically detected in images. Consequently, areas with homogeneous colors should be avoided or at least should not prevail in the data. Otherwise the algorithm is prone to failure. By our approach, a few wrong image feature correspondences do not impact the alignment thanks to the use of the Huber loss function in the optimization process. However, the method will likely fail if the number of wrong matches exceed our estimator’s breakdown point. However, a high number of correspondences, well-distributed in the images, will positively impact the alignment quality. Therefore, the feature detector and descriptor has to be carefully selected. The GSD also plays a significant role in the alignment quality, since the image feature location is less precise as the GSD increases. Consequently, lower image resolution and high flying altitudes can negatively impact the final alignment quality.

Second, point cloud areas which may be occluded in the real world but are visible from a specific image point of view can be a limitation in the proposed GNSS/INS–camera alignment method. This phenomenon is likely to arise with the presence of high vertical objects like buildings or trees. For every image feature, the computation of nearest LiDAR points is performed in the image space, so occlusions are prone to cause erroneous selection of non-visible LiDAR points. Although the Huber loss function reduces the impact of false selected nearest LiDAR points in the minimization process, to much occlusion would cause the algorithm to fail, as the computed cost would no longer be representative of the GNSS/INS–camera data misalignment. In this case, visible LiDAR points from each image view point should be determined before selecting the nearest LiDAR points.

Third, the effect of the used camera model and the estimation of its parameters on the GNSS/INS–camera alignment accuracy should be investigated. Indeed, the mapping-to-image frame projection function involves distortion modeling. Regarding the photogrammetric target $A$ in Fig. 6, we note that the data alignment is worse than on targets located in the middle of the image. This is certainly due to the fact that the camera distortion model

<table>
<thead>
<tr>
<th>$\theta_x$ [°]</th>
<th>0</th>
<th>$3.16 \times 10^{-3}$</th>
<th>1.7e-4</th>
<th>1.7e-3</th>
<th>2.9e-3</th>
<th>3.4e-3</th>
<th>4.0e-5</th>
<th>1.9e-5</th>
<th>-1.7e-4</th>
<th>3.4e-5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta_y$ [°]</td>
<td>0</td>
<td>1.6e-4</td>
<td>1.1e-4</td>
<td>1.4e-4</td>
<td>-3.2e-4</td>
<td>1.3e-4</td>
<td>1.9e-5</td>
<td>1.4e-5</td>
<td>-2.8e-5</td>
<td>5.0e-5</td>
</tr>
<tr>
<td>$\theta_z$ [°]</td>
<td>0</td>
<td>9.2e-4</td>
<td>2.1e-4</td>
<td>9.0e-4</td>
<td>-1.4e-3</td>
<td>-5.6e-4</td>
<td>2.5e-5</td>
<td>1.5e-5</td>
<td>-2.9e-5</td>
<td>7.9e-5</td>
</tr>
<tr>
<td>$t_x$ [m]</td>
<td>0</td>
<td>1.9e-3</td>
<td>1.5e-4</td>
<td>1.9e-3</td>
<td>1.5e-3</td>
<td>2.1e-3</td>
<td>4.4e-5</td>
<td>1.8e-5</td>
<td>-9.5e-6</td>
<td>1.9e-4</td>
</tr>
<tr>
<td>$t_y$ [m]</td>
<td>0</td>
<td>3.8e-3</td>
<td>2.2e-4</td>
<td>3.8e-3</td>
<td>-4.1e-3</td>
<td>-3.4e-3</td>
<td>1.1e-5</td>
<td>4.5e-6</td>
<td>-4.8e-5</td>
<td>2.4e-6</td>
</tr>
</tbody>
</table>
or its estimation has some weaknesses in this part of the image.

Fourth, the flight pattern is crucial for the algorithm to work properly. In [74], the authors mention having difficulty in decorrelating the translational and rotational calibration parameters using different flight line altitudes. However, no indication is given about optimal altitudes or altitude variations that should be considered. We noticed that the algorithm converged at lower altitudes. First because, as previously mentioned, the quality of detected image feature will improve as the GSD decreases. Moreover, the LiDAR point density will also increase along with the number of image feature points. As we have shown with simulated data, the algorithm performs better with denser input data. Consequently, if less data is available, e.g. with low point cloud densities, the algorithm convergence is no longer ensured. However, due to the nature of the rotational parameters, small angular calibration errors obtained with data collected at low altitude will highly impact the data alignment at higher altitudes. Therefore, calibration should be performed close to the operating altitudes if possible. In addition, the reader might have noticed that in the results on simulated data described in section 6.4, the RMSE for $\theta_1 (3.1 \times 10^{-3})$ is about 20 times larger than the RMSE for $\theta_9 (1.6 \times 10^{-4})$. This problem can, however, be solved by adding to the flight pattern in Fig. 4a an extra flight line at 25 m altitude in SE–NW direction such that it is symmetrical to flight line 3 with respect to the orientation given by the flight lines 4–7. By carrying out this experiment with this new flight configuration, we obtain a $1.3 \times 10^{-4}$ RMSE for $\theta_9$, which is within the same order of magnitude as the RMSE of the other angles.

Fifth, the estimation of the GNSS/INS–camera calibration parameters is purposely based on the quality of the georeferenced point cloud in order to preserve the data consistency. This has the advantage of offsetting small errors in the LiDAR–GNSS/INS calibration estimation, while ensuring the consistency of the LiDAR–camera alignment. However, larger errors in the LiDAR–GNSS/INS alignment can potentially bias the whole multi-sensor system calibration, therefore resulting in an incorrect point cloud colorization.

Finally, the main limitation of our multi-sensor calibration method is its strong dependency on having sufficiently accurate position and orientation information at the time of every camera and LiDAR measurement. This means that accurate GNSS/INS measurements must be available and precise and robust time-synchronization is required between GNSS/INS measurements and camera and LiDAR acquisitions. Indeed, both LiDAR–GNSS/INS and GNSS/INS–camera alignment methods rely on GNSS/INS observations and high errors in the multi-sensor position and orientation will directly impact the resulting alignment quality.

8. Conclusion

In this paper we presented a new alignment method for a multi-sensor composed of a camera, LiDAR and GNSS/INS. The method is fully automatic, does not require any calibration markers, LiDAR intensity data or precise initialization of the calibration parameters. Moreover, our approach is not based on exact image–LiDAR conjugate features so the method is also suited for natural environments. Our method successively executes the LiDAR–GNSS/INS and the GNSS/INS–camera alignment in order to preserve the data consistency. We show in an experiment using actual data that this approach is suitable for performing accurate LiDAR–camera alignment. Quantitative metrics are applied to evaluate LiDAR–GNSS/INS and GNSS/INS–camera alignments using checkpoints. The results indicate that the obtained calibration accuracy is compatible with the 5 cm accuracy of the georeferenced LiDAR point cloud given by the manufacturer. This result is promising as the proposed system calibration relies on a georeferenced LiDAR point cloud and thus on its accuracy. Simulations on synthetic data show the robustness of our method to initial calibration parameters, low LiDAR point cloud density and noise levels. Moreover, we have shown that the accuracy of the colorized point cloud is appropriate for the intended application when system calibration is performed close to the operating altitudes. There is still room for improving the accuracy of the system calibration (see section 6.2) due to the different limitations discussed in section 7. If the contribution of the vertical lever-arm error in the total error budget becomes significant, then at least one GCP is required.

The advantage of our method is its flexibility. Our approach allows us to conduct any acquisition campaign with a quick system calibration process at its operating altitude. We currently use a classical approach for colorizing the LiDAR point cloud, by assigning a color to each LiDAR point using a single pixel. If the calibration is accurate enough, several candidate pixels can be selected for each LiDAR point. This information could be used to increase the accuracy of the assignment of each pixel to each LiDAR point or to help equalize the overall color on the point cloud.
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