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Abstract

Neuromorphic computing aims to emulate biological neural functions to overcome the memory
bottleneck challenges with the current Von Neumann computing paradigm by enabling efficient and
low-power computations. In recent years, there has been a tremendous engineering effort to bring
neuromorphic computing for processing at the edge. Oscillatory Neural Networks (ONNs) are brain-
inspired neural networks made of oscillators to mimic neuronal brain waves, typically visible on
Electroencephalograms (EEG). ONNs provide massive parallelism using coupled oscillators and low
power computation using oscillator phase dynamics. In this paper, we present for the first time how to
use ONNs to perform obstacle avoidance on a mobile robot. Digitally implemented ONNs on FPGA
are used and configured for obstacle avoidance inside the industrial surveillance robot E4 from the
company, A.I.Mergence. We show that ONNs can perform real-time obstacle avoidance based on the
sensory data from proximity sensors embedded on the E4 robot. The highly parallel architecture of
ONNs not only allows fast real-time computation for obstacle avoidance applications but also opens
up a novel computing paradigm for edge AI to enable low power and real-time sensing to action
computing.

Keywords— A ssociative memory, Neuromorphic computing, Oscillatory Neural Networks, Obstacle avoid-

ance.

1 INTRODUCTION

Edge devices and autonomous robots are widely
spread and deployed to respond to various indus-
trial services, manufacturing, and even human ser-
vices [1]. Autonomous robots are of particular in-
terest for space applications [2], underwater treat-
ment and survey [3], household security monitoring
and maintenance [4], to mention a few. However,
autonomous robots must treat a large amount of
continuous data while operating with limited com-
putational resources and power as they are mainly
battery operated. Hence, in recent years, academic
and industrial communities have been investigat-
ing deploying Artificial Intelligence (AI) on edge
devices and robots to allow energy efficient com-
putation and autonomous decision making. But,
currently deployed AI on edge is mainly based on
Artificial Neural Networks (ANNs), such as Convo-
lutional Neural Networks (CNNs), implemented on
CPUs or GPUs which are power-hungry and mem-
ory restrained [5].

Neuromorphic computing presents an alterna-
tive computing paradigm to address these chal-
lenges. A well-known neuromorphic computing so-
lution is the Spiking Neural Network (SNN) [6–8].
SNNs use time between spikes to encode informa-

tion reproducing brain behavior where information
is sent through spikes. Using spikes reduces the
mean voltage amplitude, which ultimately reduces
the power consumption of systems. In addition, re-
searchers have adapted a biological concept to cre-
ate a spike-timing-dependent plasticity learning al-
gorithm [9,10], to enable online learning capability
on edge devices.

An alternative energy efficient neuromorphic
computing based on oscillatory neural networks
(ONNs) has been recently developed where the
main computing architecture is analog computing of
coupled oscillators phase dynamics [11–13]. ONNs
employ oscillators as neurons and analog compo-
nents, such as resistors or capacitors, as synapses
to couple oscillators and create physical interactions
between them. Phase dynamics of coupled oscilla-
tors have been shown to perform auto-associative-
memory applications [13]. In ONNs, information is
encoded in the phase difference between oscillators,
which also reduces signal voltage amplitude and,
consequently, reduces power consumption. Cur-
rently, ONNs are being explored from various as-
pects such as materials [14], devices [15–18], analog
circuit design [19,20] to implementation and appli-
cations [21–23].

In this paper, we explore the benefits and costs
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RONN (www.neuronn.eu) project under Grant 871501.
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of the ONN computing paradigm for robotic appli-
cations. We investigate how ONNs can be used to
perform the obstacle avoidance (OAV) in a real in-
dustrial autonomous robot named E4, developed by
A.I.Mergence [24]. E4 is a mobile robot developed
for office security monitoring purposes. One of the
main challenges for autonomous mobile robots re-
mains navigation in their environment. For exam-
ple, avoiding obstacles is a common and important
feature to be ensured by robots to navigate correctly
in any environment [25].

E4 robot is equipped with multiple sensors and
cameras to navigate, monitor and report on the
room security such as fire, water, gas, or intruder.
It is equipped with fifteen proximity sensors to de-
tect obstacles and hollows and avoid them. In this
work, we propose a solution to use ONNs as Auto-
Associative Memory (AAM) to perform OAV based
on the proximity sensor values provided by the E4
robot. To do so, we implement two digital ONNs
configured for OAV on an FPGA board [26], and in-
tegrate it in the E4 robot. The main contributions
of this paper are:

1. development of a solution using two cascaded
ONNs to perform OAV based on proximity
sensor data measurements,

2. system implementation in an FPGA board us-
ing fully-digital ONNs, and

3. integration of the FPGA board inside the E4
industrial robot and real-time assessment of
ONN OAV versus equivalent software solu-
tions.

First, in Section 2, we detail the ONN comput-
ing paradigm, from the biological inspiration to the
application-level and learning algorithms. Second,
in Section 3 we describe the E4 robot with its archi-
tecture and features. In addition, we specify how
the OAV feature is implemented inside E4. Then
in Section 4, we present our ONN OAV solution
for the E4 robot. Finally, in Section 5, we describe
ONNs implementation inside the E4 robot, and we
report on the resources and timing performances of
the proposed solution.

2 OSCILLATORY NEURAL NETWORKS

ONNs are novel neuromorphic computing systems
based on coupled oscillators inspired by brain
wave oscillations visible on Electroencephalograms
(EEG). This section presents the biological inspira-
tion of ONN, its computing principle, applications,
and learning algorithm.

2.1 ONN Computing Principle and Biolog-
ical Inspiration

In ONNs, each neuron is an oscillator and cou-
pled by analog elements to represent synapses, such
as resistors or capacitors [27]. The information is
represented in the phase difference among oscilla-
tors, which reduces the voltage amplitude and ulti-
mately reduces the power consumption of the sys-
tem. For example, considering a reference oscillator
with phase 0o, if we compute only with binary in-
formation, an oscillator in-phase (0o) with the ref-
erence oscillator represents a logic ’0’, and an os-
cillator out-of-phase (180o) with respect to the ref-
erence oscillator represents a logic ’1’. ONNs use
the phase dynamics among coupled oscillators to
compute. Once oscillators are initialized with in-
put phase information, the coupling between os-
cillators allows them to dynamically interact and
oscillate until they reach stabilization. The phase
differences among oscillators once stabilized, repre-
sent the output information. Thus, coupling plays
an important role as the memory and steering the
interactions among oscillators.

2.2 Auto-Associative Memory Applications

In [12], authors showed that when oscillators are
fully coupled, they can perform Auto-Associative
Memory (AAM) type of tasks, like in Hopfield Neu-
ral Networks (HNNs) [28]. AAM tasks consist of
memorizing patterns and retrieving those memo-
rized patterns from corrupted ones. For example,
with images, we associate a pixel with each oscilla-
tor and the phase of each oscillator represents the
color of the pixel. The network is trained to mem-
orize images using specific learning algorithms de-
fined in 2.3. As the first step, the learning algorithm
computes the synaptic weights, which determines
the couplings among oscillators. Once couplings
are set then the next step is inference. During in-
ference, we initialize the network with a corrupted
image and let the network oscillate till it stabilizes
to one of the trained images, see Fig. 1.

2.3 Learning

The main learning algorithm developed for AAM
tasks is the Hebbian learning rule [29]. It is an un-
supervised learning rule introduced by Hopfield for
HNNs and then adapted to ONNs [12]. Unlike su-
pervised learning algorithms, unsupervised learning
algorithms only use input data to compute weights
without additional interaction. To learn k patterns
Xk, the unsupervised Hebbian learning rule defines
the weight wij between neuron i and neuron j as:

wij =
1

k

∑
k

Xk
i X

k
j

T
(1)
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Figure 1: ONN computing paradigm.

with wij = 0 ∀ i = j. Note, Hebbian presents
limitations in terms of training images capacity,
meaning the maximum number of patterns to be
trained while keeping high accuracy. There exist
other unsupervised learning rules to counter these
limitations [30,31], however, they use more compu-
tational resources than Hebbian, though Hebbian
capacity is sufficient for this application.

3 E4 ROBOT

E4 robot is developed by A.I.Mergence and it is a
surveillance robot developed to ensure office secu-
rity. It detects human intrusions and environmen-
tal risks, such as water, fire, and smoke. Here, we
present the E4 robot functionalities and details re-
lated to the obstacle avoidance application.

3.1 General Description of E4 Functionali-
ties

E4 robot is a 3-side triangle robot that is 35 cm
high, with a 36 cm front side and two 34 cm sides,
see Fig. 2. The robot can navigate smoothly in the
environment, avoiding obstacles in order to detect
anomalies, like water floods or intrusions. Addi-
tionally, the robot can interact non-verbally with
humans, using sound and luminosity interactions.
Available functionalities are:

• 360o wide human detection

• Sound detection and classification

• 3D environment mapping

• Environment navigation

• Obstacle avoidance

• Flood water detection

• Remote control

• Non verbal human interaction

All these functionalities are enabled by multiple
sensors and cameras placed all around the robot,
see Fig. 2. The robot analyses the surroundings,
sounds and images through sensors, microphones,
and smart cameras to detect intrusions. Smart cam-
eras are used to map the environment and ensure
good navigation. Fifteen additional Time of Flight
(ToF) proximity sensors placed all around the robot
ensure correct navigation by detecting obstacles and
hollows while avoiding them. Finally, the robot can
communicate with the outside world and alert users
of an anomaly via a speaker and a LED ring.

The robot’s global architecture is shown in
Fig. 3. The interface board drives all peripherals,
like sensors and cameras, through a CAN commu-
nication bus protocol. In addition, specific boards
are used for each peripheral. For example, to con-
trol LEDs, an additional LED control board is used
between the interface board through the CAN bus
and the LEDs themselves. In this work, we inte-
grate ONNs implemented on an FPGA board inside
the E4 robot to perform the obstacle avoidance ap-
plication. Thus, we modify the global architecture
by connecting an FPGA board to the OAV board
to compute the OAV application with ONNs. The
following section provides details on how ONN can
perform the OAV application in the E4 robot.

3.2 Obstacle Avoidance Application

OAV application uses 15 ToF proximity sensors con-
nected to the OAV board. The 15 ToF sensors are
referenced as [32] and can give the distance from
0m, up to 2m. They are positioned all around the
robot, as shown in Fig. 4. Nine sensors are di-
rected horizontally to detect front objects, and the
six others are directed to the ground to detect small
ground obstacles and hollows.

OAV board is a Nucleo board referenced as [33].
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Figure 2: E4 robot functionalities and details on the OAV application.

Figure 3: E4 robot global architecture.

Figure 4: E4 robot components for OAV application.
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It is equipped with an STM32 micro-controller. The
communication between the OAV board and the
proximity sensors is defined by the sensor’s man-
ufacturer as the Inter-Integrated Circuit (I2C) pro-
tocol. The I2C protocol is a serial communica-
tion protocol often used in embedded electronics be-
tween micro-controller and sensors. Only two wires
are necessary for communication, a clock wire to
synchronize both sides of the communication and a
data wire to transmit data.

The OAV algorithm inside the OAV board first
reads the distance measured by each fifteen sen-
sors values using the I2C protocol. Then, it uses
a Braitenberg algorithm [34] to detect if there is an
obstacle or a hollow in front of each sensor. From
this information, the OAV algorithm deduces direc-
tions that are free of obstacles. Finally, one of the
available directions is chosen and sent to the wheel
control system to avoid any possible obstacles. In
this original OAV algorithm version, no information
from the previous robot direction is used to define
the final direction, however, it can be included to
improve the moving flow.

4 ONN FOR OBSTACLE AVOIDANCE AP-
PLICATION

OAV application performs two main functions: 1)
detect the obstacles, and 2) avoid them by finding
free directions and choosing one. We propose to
utilize an ONN for each of these functions, thus in
total, two cascaded ONNs to perform the OAV ap-
plication. The first ONN detects obstacles based on
the information gathered from ToF proximity sen-
sors, while the second ONN determines available
angle directions from the detected obstacles. This
section explains how we encode sensory data into
a compatible image for ONN input. Then, we de-
scribe the two cascaded ONNs for solving the OAV
problem.

4.1 Sensory data encoding

The ToF proximity sensors measure distances be-
tween 0cm and 2m and use the I2C communica-
tion protocol to transmit measured distances to the
OAV micro-controller board. We use a thermome-
ter encoding technique to encode each sensor value
into a 5x1 column image. The thermometer encod-
ing is adjusted depending on the orientation of the
sensor, see Fig. 5. If the sensor is horizontally di-
rected, we directly encode the measured value in
a 6-state column (from 0 to 5). However, if the
sensor is downward directed (i.e., directed to the
ground), we define a default ground value and en-
code the difference between the measured and the
ground value.

Based on these encoded data, we create a 5x9
image by considering the 9 front-directed sensors,

one for each column of the image. Also, we add the
ground-directed sensor values from sensors closed
to each front-directed sensor, see Fig. 5. We fix the
maximum value to 5 as each column only has 5 pix-
els. If the sum is greater than 5, we round it to
5. This method allows us to create areas for each
front-directed sensor that take into account values
from both front- and ground-directed sensors.

Finally, we obtain an image representing a 360o

map of the environment around the robot. Each
column represents an area around the robot, and
the number of black pixels in each column corre-
sponds to distance with possible obstacles for each
area, see Fig. 5. This sensory data encoding is done
on the OAV micro-controller board, and the final
map image is then sent to the FPGA. It allows us
to represent an all-around environment of the robot
in terms of obstacles and hollows.

4.2 ONN Definition

As aforementioned, the first ONN detects obstacles
and hollows, while the second ONN defines free di-
rections (angles) that the robot can take. The first
ONN gives as output the black pixels on each col-
umn depending on the proximity of the obstacle or
hollow. To do so, we train the first ONN with 512
images corresponding to all possible combinations
of full-column images representing a wide range of
obstacles and hollows. For example, if an obstacle
is close enough to be avoided, the ONN will out-
put a black column in the corresponding area of
the obstacle. However, if there is no obstacle or if
the obstacle is far enough to be avoided later, the
ONN will output a white column in the correspond-
ing area. So, ONN identifies if there are obstacles
or hollows in the different defined areas, see Fig. 6.

The output of the first ONN contains an im-
age of black and white columns and each row is
identical. Thus, the second ONN uses one row as
input from the first ONN and outputs patterns cor-
responding to free directions. We define six pos-
sible directions corresponding to the three triangle
phases in addition to the three triangle angles. We
combine columns corresponding to those six areas
and train the second ONN with all possible combi-
nations of those six areas, see Fig. 6. There are 64
possible outputs for the second ONN. These out-
puts are then sent back to the OAV board, which
decides the direction to follow. We define the best
direction as the middle of the larger available area.

5 ONN IMPLEMENTATION ON E4 ROBOT

We test our solution with the two cascaded ONNs
implemented on an FPGA board integrated into
the E4 robot. In Sec. 5.1, we detail how we imple-
ment the ONNs on FPGA and how we integrate the
FPGA board inside the E4 robot. Then, in Sec. 5.2,
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Figure 5: Encoding data from sensors into images, using one sensor per column encoding.

Figure 6: ONNs flow for the obstacle avoidance application.
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we present the results obtained with our ONN solu-
tion and compare them with existing OAV software
algorithms.

5.1 Methods

ONNs are implemented on the CMOD A7 devel-
opment board from Digilent [35], which contains
an Artix-7 FPGA, following the ONN digital de-
sign from [26]. Sensory data measurements and
their encoding to ONN are performed via the micro-
controller on the OAV board. We connect the
OAV board with the FPGA board using a Universal
Asynchronous Receiver Transmitter (UART) com-
munication protocol, see Fig. 7.

The UART communication is a well-known se-
rial communication protocol used in embedded elec-
tronics. It is a particular serial communication as it
is asynchronous. It uses only two wires, which is an
attractive solution for embedded devices. One wire
allows communication from device A to B, while
the other wire communicates between device B to
A. Its main drawback is the communication latency
as each bit is sent serially. We choose UART as the
communication protocol, first for its simple imple-
mentation, and then because in this OAV applica-
tion, the latency of sensor measurements is higher
than UART latency, see in Section 5.2.

A fully digital ONN design was proposed in [26]
for pattern recognition application. It uses digi-
tal phase-controlled oscillators as neurons and 5-bit
memory registers as synapses to store weights. In
this application, we use two cascaded digital ONNs.
We initialize the first ONN with sensory data infor-
mation from the OAV board. Then, we let it com-
pute and wait until ONN stabilizes and its output
initializes the second ONN. After, we let the sec-
ond ONN compute and stabilize, and we send its
output to the OAV board. We repeat this process
every time new sensory data are available.

The entire process starts with the OAV board,
which reads the distance information from the 15
ToF proximity sensors using the I2C communica-
tion bus. The OAV board micro-controller encodes
the information into a 5x9 image as described in
Section 4.1 and sends the image to the FPGA board
through the UART communication interface. The
computation of both ONNs, one by one, is done
inside the FPGA board. Then, the output of the
second ONN, corresponding to obstacle-free areas
around the robot, is sent back to the OAV board
through the UART communication interface. The
OAV board finally chooses one of the best directions
from all obstacle-free directions and sends the final
direction to the wheel control system to move the
robot in the corresponding direction.

To compare our ONN OAV solution with clas-
sical software solutions, we develop and implement
equivalent algorithms in the micro-controller of the

OAV board. We create a first algorithm to detect
obstacles from sensory data measurements and a
second algorithm to reproduce the behavior of the
second ONN and define available directions. We
measure the computation time of each algorithm
using an oscilloscope and compare it with the com-
putation time of each ONN. Results are presented
in Section 5.2.

5.2 Results

Here, we report on our ONN OAV solution’s tim-
ing and computational resources implemented on
the FPGA. In addition, we compare with classical
software solutions implemented on the OAV board
micro-controller. Performance results are shown in
Table 1, and computation time comparisons be-
tween ONN and software algorithms are shown in
Table. 2.

First, we observe that our ONN OAV solution
uses a small number of resources, up to 20% of
LUTs, and up to 8% of Flip-Flops of the Artix-7
FPGA. We note that Artix-7 FPGA is a small size
and low-power FPGA [36], meaning that the dig-
ital ONN can easily be integrated into industrial
systems without a significant power overhead. The
total initialization and computation time of both
ONNs is about 40 µs, which is much shorter than
the time needed to read the 15 distance values from
the ToF proximity sensors. The measurement time
for the 15 sensors has also been optimized by using
the continuous reading method.

It is important to point out that the ONN ini-
tialization time is higher than the computation time
for the second ONN. This is because the ONN
initialization process is serial (one bit at a time),
thus, the initialization time increases linearly with
the number of neurons while the computation time
stays constant due to parallel computation. This
application shows that only two oscillation cycles
are necessary for ONN to stabilize, reaching around
10 µs computation time for both ONNs. Thus,
our ONN solution satisfies the real-time constraints
given by sensors measurements. ONN computation
time is irrelevant in this application as the sensor’s
measurement limits timing performances. However,
ONN can be advantageous for other robotic appli-
cations treating sensory data with real-time con-
straints.

Comparing the ONN computation time with
classical software solutions shows that ONNs are as
fast as using software algorithms implemented on
a micro-controller, see Table 2. We compare only
computation times to have a meaningful compar-
ison. It is also important to state that the OAV
micro-controller runs at 80 MHz while ONN only
oscillates at 187.5 kHz. This indicates that accel-
erating FPGA frequency for ONNs can surpass the
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Figure 7: System architecture inside E4 of the ONN on FPGA.

Table 1: Performance of the obstacle avoidance function on the E4 industrial robot.

Demonstrator characteristics 2-ONN solution
ONNs Performances ONN 5x9 ONN 1x9
FPGA - Artix 7: xc7a35

#Training patterns 512 64
LUTs - 100%: 33 280 (%) 20.07
Flip-Flops - 100%: 41 600 (%) 7.74
ONN frequency Fosc(KHz) 187.5
ONN Initialization 15 us 4 us
Computation time 10 us (2 Tosc) 10 us (2 Tosc)
Accuracy (%) 100 100

Full system performances
(FPGA frequency: 12 MHz)

15-sensor measurement 27 ms
UART sensor value transmission 8 ms
UART direction reception 500 us
FPS 30
ONNs Init and Comp. time 44 us (ONN 5x9 + ONN 1x9)
Robot life time estimation 2h/3h
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micro-controller timing performances for OAV ap-
plications.

In addition, timing performances of software so-
lutions implemented on micro-controllers grow lin-
early with the number of data to treat, while the
computing time of ONN remains constant (i.e., only
a few cycles to stabilize) when increasing its size.
So, if there are many data to treat, ONN computa-
tion will be faster than a software solution. Another
solution to improve timing performances in case of
a large number of sensory data is to use multiple
ONNs to compute in parallel. As ONN FPGA re-
sources are low, we can easily duplicate them to
reach a fast computation time.

Finally, we show in Table 1 that the global
timing performance of our ONN solution is slowed
down by the UART serial communication between
the OAV board and the FPGA. Another solution for
applications with higher real-time requirements will
be to consider an complete FPGA implementation
with programmable logic for sensor reads. However,
such integration inside a complete industrial robot
requires anticipation during the system design and
development.

6 CONCLUSION

In this paper, we presented a solution to solve
the obstacle avoidance (OAV) problem from ToF
proximity sensor measurements using two cascaded
ONNs configured as an auto-associative memory.
We implemented this solution on an FPGA board
and integrated it on the industrial E4 robot de-
veloped by A.I.Mergence, equipped with 15 prox-
imity sensors. We demonstrate our solution using
two cascaded ONNs performing obstacle avoidance
on a mobile robot that respects real-time require-
ments [A video link will be provided after paper ac-
ceptance]. Only 40 µs are needed to initialize and
compute both ONNs, while 27 ms are required to
measure the 15 sensor values. We compare the
computation time of our two ONNs with equivalent
software solutions implemented on the OAV micro-
controller and obtain similar performances. How-
ever, suppose the software algorithm implemented
on the micro-controller needs to treat more sensory
data. In that case, the computation time will in-
crease linearly, while with ONN parallel computa-
tion, the computation time stays constant. Another
advantage of ONN is that it can be easily inte-
grated on edge devices like robots due to its low
computational resources, making it easy to dupli-
cate for more parallel computation. To conclude,
ONN implementation and integration in an indus-
trial robot to perform obstacle avoidance provides
accurate, fast while being a low power solution and
requiring little computational resources. This work
opens new perspectives to explore ONNs in embed-

ded systems for real-time sensory data treatment.
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Karg, Juan Núñez, Manuel Jimenez, Maŕıa J.
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