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CT/MR-Compatible Physical Human-Robotized Needle Interactions: from Modeling to
Percutaneous Steering
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Abstract

In recent years a number of robotic steering systems have been proposed that are geared towards improving interventional radiology
procedures such as tumor ablation and biopsy. These solutions have introduced new safety challenges in the physical humanrobot
interaction domain. This study presents a new 3D robotized needle steering algorithm compatible with CT and MR-imaging
guidance. The steering algorithm is featured with an adaptive self-correction mechanism that works as a failure contingency tool
that could be adapted online at each insertion step. The developed pHRI solution was designed to be compatible to ferro-magnetic
issues and a reduced workspace inside the scanner bore. As far as we know, this is the first approach designed to steer rigid needles
free of force sensors and which meets the challenges that prevail in our context. Our proposed approach helps overcome safety
issues regarding the physical interaction between robotized needles and patients. Validation testing highlighted the feasibility of the
new needle steering algorithm, while its accuracy revealed the potential of the approach under the proposed scope of application.

Keywords: pHRI, Needle steering, Robotized needles, CT/MRI-compatible, Percutaneous insertion, Rigid needles, Interventional
Radiology.

1. Introduction

Interventional radiology (IR), involving radiological im-
age guidance, is a minimally-invasive alternative to open
surgery. Image-guided percutaneous needle placement inter-
ventions through multilayered soft tissues are now widely used
in abdominopelvic care procedures such as biopsy, aspiration,
drug delivery and tumor ablation. For such clinical procedures,
Computed Tomography (CT) and magnetic resonance imaging
(MRI) are important standards to guide the radiologists.
However, CT and MRI-guided IR may be problematic for inter-
ventional radiologists because of the constrained bore space and
safety constraints (radiation exposure and high magnetic fields
for CT and MRI, respectively). To tackle clinical challenges
that may arise in IR and assist radiologists in their operations,
convergent research in areas such as physical humanrobot co-
operation, including robot design, sensing, modeling, manipu-
lation and autonomy, has been under way to enable highly flex-
ible and versatile medical robots, with enhanced capabilities to
feel, touch and decide [1]. Different robotized needle solutions
with embedded sensing capabilities have been proposed in the
literature to improve the accuracy and safety of IR procedures
[2], [3], [4]. However, robotized needle manipulation by radi-
ologists as well as insertion and steering inside the patients soft
tissue has given rise to new safety challenges in the physical
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humanrobot interaction domain. Indeed, robotized needles in-
teract distally (tip and shaft) with the patient and proximally
(needle base) with the radiologist through remote manipula-
tion (teleoperation) [5] or comanipulation [6]. Consequently,
safety issues regarding the physical interaction between robo-
tized needles and patients need to be tackled. Even more, if the
robotized needle is comanipulated by the radiologist, this intro-
duces a second challenge regarding pHRI safety, but it is out of
the scope of the paper.
In the IR domain, robot design, sensing and modeling are criti-
cal for planning and performing safe pHRI under CT and MRI-
guidance [1], [7], [8]. To date, only a few MR-compatible
robots [9], [10], [3], [4] have been designed that are able to
perform translation, rotation, and insertion of long (≈ 20 cm)
needles under abdominopelvic procedures. However, solutions
proposed in the literature for sensing and modeling for robo-
tized needle steering are usually dependent on metallic force
sensors [11], [12], [13], [14]. This hampers their clinical use,
notably due to safety issues due to ferromagnetic incompatibil-
ities with imaging modalities used. Indeed, robotized needle
steering methods have put efforts in the interaction modeling of
needle and multi-layered soft tissue deformations during percu-
taneous insertion.
Mechanics-based [15], [16] and kinematics-based [17], [13]
models estimate needle tip motion based on the fundamental
material, geometrical or motion properties. Numerical-based
solutions [18], [19], [20] address needle-tissue deflection esti-
mation issues, especially when mathematical models are highly
complicated. However, these methods are usually based on in-
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teraction force measurement and thus not compatible with the
considered IR procedures.
The pHRI modeling approach proposed here is based on phe-
nomenological model principles. Rather than being purely
focused on mechanical, kinetic or kinematical analysis, phe-
nomenological models have been used to fit experimental data
to parametric models. Accurate physics is usually not deemed
a priority in these models. Contrary to numerical-based solu-
tions, which are often computationally expensive, phenomeno-
logical models have been developed to enable real-time imple-
mentation. Even so, previous studies [21], [12], [22], [23],
[24] have shown that they are able to abstract system behav-
ior with enough accuracy to be used in planning and control
approaches. Although the submillimeter error results in most
of the experiments presented above may serve to validate the
proposed methodologies, it should be mentioned that the meth-
ods presented in many of these studies cannot be directly im-
plemented in (3D) CT and MRI conditions. This is because of
concerns related to patient safety, as well as compatibility issues
regarding the use of rigid needles in nonholonomic approaches
[13].
We thus devised an approach that could fill this gap. Here we
extended studies presented previously [25], [26] by integrating
an adaptive needle deflection model into a pHRI solution for
needle steering to overcome metallic-compatibility issues. To
the best of our knowledge, this is the first approach designed
to steer rigid needles through multi-layered soft tissues. This
approach is entirely free of force measurements and has been
designed to be compatible with both CT and MRI-guided IR
procedures. This contributes to answer to the safety challenges
in the physical humanrobot interaction domain.
Note that the study of needle-tissue interaction forces is crucial
to provide robot-assisted systems with relevant information.
These interactions forces generate phenomena such as needle
deflection, friction, cutting forces, and tissue elastic deforma-
tion [14]. For this reason, models proposed in the literature of-
ten assume that force measurement is a standard input. Instead,
skipping the use of force sensors could lead to simpler solu-
tions by enabling the use of native CT/MR-compatible needle-
steering approaches, while avoiding competition for scarce and
expensive non-metallic force-input measurement solutions.

An alternative clinically sustainable solution based on vi-
sual feedback of the needle tip position is thus proposed.
Hereafter is a detailed discussion on how we designed our pHRI
adaptive needle steering assistance, as well as on the potential
of the approach to cope with uncertainties for different setups
(robots, needles and tissues) under the proposed scope of appli-
cation.

2. Materials and Methods

2.1. Adaptive Needle Deflection Modeling

Here after we present an extension of our research on adap-
tive modeling of rigid needle/soft tissue interactions [27] where
the model was designed as a function of:

• Needle kinematic parameters: needle insertion depth δyi

and needle tip position Ni relative to the iterative time i

• Needle kinetic and biomechanical parameters: needle
and tissue stiffness Kn and Kt, respectively

• Needle geometry including the needle tip asymmetry an-
gle α.

In reference to the small deflection theory of beams where
the beam length L is linked to the beam deflection δx with
δx/L < 0.1 [28], rigid needles are assumed to deflect in the
direction of the bevel due to the presence of asymmetric forces
acting on the needle tip. The needle bending angle θ is thus
considered to approach zero, according to the small-angle
approximate, where sin θ ≈ θ (Fig. 1).

In the Kinematic Analysis section, we build the needle de-
flection prediction algorithm. This allows geometrical location
of the predicted needle tip position N̂i+1 w.r.t the current mea-
sured needle tip position Ni.
In the Kinetic Interaction Modelling section, the interaction
forces causing the needle deformation are analyzed to derive the
locally linear relationship between the estimated needle deflec-
tion δ̂xi+1 at the depth δyi+1 and the needle/tissue biomechanical
properties.

2.1.1. Kinematic Analysis
In conventional IR procedures, needles are usually inserted

progressively, with quasi-static motion and intermediate inser-
tion depth δyi relative to the iterative time i. In this study, the
needle and its path are modeled as articulated links, where θi is
the deflection angle between two consecutive links. Each link
length is dependent on δyi. The needle entry point E is assumed
to be fixed at this stage of modeling (see Fig. 1).
For each insertion step δyi, the designed model predicts the cor-
responding deflection δxi, i.e. the needle tip deflection orthog-
onal to the insertion direction.
Hereafter, δ̂xi is defined as the predicted value of δxi. We thus
focused our modeling so as to only predict the needle tip posi-
tion N̂i+1 w.r.t the current needle tip position Ni at step i. We
did not consider the intermediate steps located between i and
i + 1.
A rigid needle is defined as a beveled hollowed cylinder (can-
nula) having a biomechanical stiffness given by [12]:

Kn = 3EI/L3 (1)

(EI) is the flexural rigidity, E is the Youngs modulus and
I is the second moment of inertia. The Youngs modulus E is
sensitive to the needle material (e.g. E =193 GPa for a stain-
less (316) steel needle). The second moment of inertia I for a
hollowed cylinder having an outer diameter dout and an inner
diameter dinn, is given by:

I =
π

64

(
dout

4 − dinn
4
)

(2)

In Eq. (1), L = Lout + Lin is the needle length projected
along the y-axis (Fig. 1.III). It is related to the portion of the
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Figure 1: Illustration of the iterative needle insertion procedure (out of scale drawings showing two insertion steps i = 0, 1, 2). The deflection of the needle tip δxi+1
is defined as the distance between the points Li and Ni+1 at the level of (δyi+1)

needle length that is below the robot end-effector, and is there-
fore under the action of the input force. Lout is the [BE] seg-
ment of the needle between the robot end-effector B and the tis-
sue entry point E. Consequently, Lout is always outside the soft
tissue, while Lin is located inside the tissue along the y-axis.
Note that during the insertion procedure, some robots perform a
peristaltic-like incremental needle insertion using gripper-based
end-effectors which leads to a varying L value [10]. Conse-
quently, since L increases as the robot inserts the needle, the
needle stiffness Kn is no longer constant and needs to be up-
dated w.r.t. L via Eq. (1).

For simplicity, in our experiments we considered tissue
stiffness Kt as being constant along the insertion path (i.e. ho-
mogeneous tissue), according to the measurements obtained at
the tissue surface. However, in the future, tissue stiffness in-
formation regarding the full insertion depth could be obtained
preoperatively using MR or acoustic-based elastography imag-
ing techniques. In such cases, the tissue stiffness Kti could be
updated in the iterative model for each penetration step. This
could be performed without further change in our model de-
sign, as proposed below. Moreover, for the model development,
we considered that the needle only moves in a two-dimensional
plane, as defined by the image slice. However, this could be
easily extended to 3D scenarios if it is considered that the nee-
dle moves beyond this 2D plane, as discussed later.

2.1.2. Iterative Percutaneous Procedure
Fig. 1 shows progressive changes in the iterative insertion

procedure, while considering the kinematic-based parameters,
as described above. The needle tip positions Ni are described,
along the current iterative time i, as a function of the insertion
depth δyi. Considering, the next insertion depth δyi+1, our
model can estimate the needle tip position N̂i+1 by calculating
the incremental needle deflection δ̂xi+1 relative to the line
(Ni−1Ni) as follows:

Let Li be the point defined by the intersection between the
line (Ni−1Ni) and the horizontal line defined at the level of the

horizontal line (δyi+1). The deflection δxi+1 is calculated as the
distance between the points Li and Ni+1 at the level of (δyi+1).

For instance, Fig. 1.I illustrates the situation for the initial
time step i = 0 where the needle tip is placed at the entry point
E and its tip position is given by N0. The point L0 is given by
the intersection between the line (BE) = (BN0) with the hor-
izontal section line (δy1) corresponding to the (next) insertion
depth δy1. Then, one insertion step further (i = 1), the needle
tip position is at N1 while showing the measured deflection δx1
(Fig. 1.II). δx1 is calculated as the distance between L0 and N1
at the level of (δy1). Then, the point L1 (Fig. 1.II) is given by
the intersection between (N0N1) and (δy2). δx2 is the distance
between L1 and N2 at the level of (δy2).

Based on the estimated value of the deflection δ̂xi+1 (see
next section), the needle tip position N̂i+1 could be predicted as
the deviation of Li by δ̂xi+1 at the level of (δyi+1). Therefore, the
estimated needle tip position N̂i+1 can be expressed, for each
insertion step by:

N̂i+1 = Li +

[
δ̂xi+1

0

]
(3)

where Li = Ni +

[
δyi.θi−1
δyi

]
Indeed, as presented Fig. 2.I, at the initial step (i = 0), the

predicted deflection relative to L0 is given by δ̂x1. This allows
us to calculate the predicted needle tip position N̂1. After the
first insertion step i = 1 (at depth δy1), based on the measured
needle tip position N1, we can calculate the current needle de-
flection δx1 (relative to the previous L0, cf. Fig. 2.II). Similarly,
we can estimate the next needle position N̂2 defined by the de-
viation δ̂x2 relative to L1 while penetrating the needle to depth
δy2. This also applies to the subsequent insertion steps.

2.1.3. Kinetic modeling
Contrary to what has been presented in [12], we modeled

the needle as a concatenation of articulated rigid body segments
[Ni−1Ni], where the last segment representing the needle tip is
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Figure 2: Out of scale drawings showing how the designed model estimates
the needle tip position N̂i+1 by calculating the incremental needle deflection
δ̂xi+1 as the deviation of Li at the level of (δyi+1). Two insertion steps i = 0, 1
are considered here.

supported by an equivalent orthogonal virtual spring of stiff-
ness Kn fixed to the needle tip Fig. 3. This stiffness represents
the needle lateral deformation. We also considered that the nee-
dle is incompressible along its axis, i.e. its axial deformation is
negligible compared to tissue deformation.
It is also assumed that the needle has a quasi-static motion and
that the linear lateral interaction forces respond for small dis-
placements. Hence, through this phenomenological analysis,
the needle tip-tissue interaction forces can be modeled as a slip-
ping motion, in the presence of friction, between two rigid bod-
ies (needle tip and an inclined plane) both attached to virtual
springs. As illustrated in Fig. 4, this inclined plane is rigidly
attached to two virtual springs Kt. The latter represents the lo-
cal 2D tissue stiffness. The equations given here after (Eq. (4))
are derived from this previous phenomenological analysis and
relate to the needle equilibrium during insertion into soft tissue.
They give the relationship between the resulting force compo-
nents (Rx) and (Ry) affecting the needle tip (Fig. 3). This equi-
librium is maintained at the beginning of each penetration step,
but after the tissue relaxation phase. For our model validity,
it is thus necessary to wait for tissue relaxation (≈ 5 s) before
each new insertion step. This was the case in our study and is
currently the case in clinical conditions in which sequential in-
sertion steps are considered with MR-imaging updates between
insertions.

The resulting force R is the sum of all forces interacting
with the system, i.e. mainly the input force F applied on the
needle base and the friction force Fµ. In our study, it is assumed
that the resulting force component on the x-axis Rx is equal to
the force needed to compress the parallel virtual springs. The
stiffness of each spring is given by the needle and the tissue
stiffness (Kn and Kt resp.). The resulting y-component Ry is
represented, on its side, by a single spring with stiffness Kt.
This leads to:

Rx = (Kn + Kt) δx

Ry = Ktδy
(4)

Figure 3: Modelling of the needle tip deflection. Left: Needle deflection is
towards the bevel direction. Right: Resulting forces components.

Consequently, the resulting force Rx acts transversally and
causes the needle deflection, while Ry is the axial force that
allows needle penetration on the y-axis.

Fig. 4 illustrates the force relationship in terms of angle and
cone of friction. Fig. 4.I shows the needle tip body lying on
the inclined plane, where Tg and Nm are resp. the tangential
and normal axes to the bevel tip. Since the needle is moving
inside the tissue and thus slipping on the virtual inclined plane,
the resulting force R will always be located on the friction cone
making an angle γ relative to the normal Nm. The friction cone
[29] defines tan γ = µ. Fig. 4.II illustrates our study of compo-
nent forces related to R. Projecting the tangential and normal
components (Rt and Rn resp.) of R on the x and y-axes, and
expressing them as a function of the friction angle γ and the
needle tip angle α, gives:

R =

[
Rx

Ry

]
=

[
Rtx − Rnx

Rty + Rny

]
=

[
R sin γ sinα − R cos γ cosα
R sin γ cosα + R cos γ sinα

]
=

[
R cos (γ + α)
R sin (γ + α)

] (5)

Where R is the norm of R. Therefore,

Rx

Ry
=

cos(γ + α)
sin(γ + α)

= cot(γ + α) (6)

Finally, when combining Eq. (4) with Eq. (6), the needle tip
deflection for the x direction can be estimated at each insertion
time i as:

δ̂xi+1 =
Kti δyi+1 cot(γ + α)

Kti + Kni

=
Kti δyi+1Hi

Kti + Kni

(7)

Where Hi = cot(γ + α) is an unknown parameter that
must be estimated experimentally and adapted online, as
demonstrated previously in [26]. Hi will thus be updated
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Figure 4: Study of friction cone and resulting force in the needle-tissue interaction context I. Modeling of the inclined plane assuming vertical and horizontal springs
Kt , representing tissue deformation, while horizontal spring Kn represents needle deformation. II. Study of forces at the beveled needle tip with angle α.

for each insertion step w.r.t. the current needle tip position
Ni. This iterative approach allows to compensate for the un-
certainties related to the tissues’ anisotropy and needle stiffness.

The deflection estimation δ̂xi+1 for the insertion depth δyi+1
is performed while considering the update of Hi at time i. By
applying the inverse of Eq. (7) and measuring the current needle
deflection δxi, Hi is updated for each insertion step i:

Hi =

(
Kti + Kni

)
δxi

Kti δyi
(8)

In Eq. (8), thanks to the proposed iterative insertion process
together with the rigid needle small-deflection theory, there is
no need to consider the influence of the change of Kti on Hi that
could be related to tissues anisotropy.
The initial value H0 is preoperatively set using empirical data
obtained from preliminary experiments [26].

2.2. Needle Steering Assistance
Fig. 5 shows lateral manipulation experiments at the proxi-

mal base
∣∣∣∣∣∣B − B′

∣∣∣∣∣∣ ≈ 10 mm while the needle has been inserted
at nearly 30 mm depth.
These experiments performed under a CT-scanner allowed us
to conduct the behavioral analysis of the needle-tissue interac-
tion. They reveal non-negligible motion

∣∣∣∣∣∣E − E′
∣∣∣∣∣∣ ≈ 2 mm, at

the tissue entry point, while pivoting at a point V located inside
the tissue close to the needle tip. They showed also negligible
motion of the needle tip

∣∣∣∣∣∣N − N′
∣∣∣∣∣∣ ≈ 0.4 mm.

Therefore, based on these analyses, we could formulate the
two following needle steering algorithm assumptions, as shown
in Fig. 5.

First, lateral manipulation at the proximal base of the needle
implies a steering angle ϕi, as defined below, thereby causing
the needle to pivot at its tip Ni. Secondly, the simplest and
shortest approximation for the current needle shaft position is
given by the line (BiNi), where Bi is the needle base at step i
and Ni is the current needle tip position.
Next, lateral manipulation at the proximal base of the needle
is performed to guide its tip towards a targeted point T located
inside the tissue at a depth ∆y from the entry point E.

For the needle steering strategy, our needle deflection model
Eqs (3) and (7) is used to predict the final needle tip position
N̂Fi while steered by ϕi, at the level of the full insertion depth
∆y, i.e. at the horizontal line where the targeted point T is lo-
cated (see Fig. 6). We assume that T could move due to needle-
tissue interactions or physiological motions, and its measured
position at step i is given by Ti.
Considering Bi−1 as the base position before steering and Bi its
current position after steering, the steering angle ϕi is defined
as the (planar) incremental pivot angle around the needle tip Ni

of the two intersecting lines (Bi−1Ni) and (BiNi).
At the beginning of the needle steering experiments, our

needle deflection model is used to help users to define the op-
timal location of the tissue entry point E. Assuming the full
insertion depth (∆y) and no steering applied (ϕ0 = 0) nor nee-
dle insertion, the needle entry point assistance involves reverse
use of the deflection model (Eqs (3) and (7)). Therefore, once
the current target position T0 is provided as input, it is then
possible to propose the optimal entry point E where the needle
tip should be placed (N0 = E) at the beginning of the inser-
tion (Fig. 6.I) to minimize targeting error and to get N̂F0 = T0.
At this preoperative entry point assistance step, the needle tip
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Figure 5: 3D high resolution CT reconstruction of the system. The image
shows an insertion example with lateral motion of the needle base B − B′. (I)
Displacement of the needle entry point E − E′. (II) tip N − N′. (III) Inserted
needle towards T after lateral manipulation. The simplest and fastest approxi-
mation of the needle shaft motion is given by the segment [B′N′].

is positioned at the tissue surface and no needle insertion nor
steering are considered yet.

For steering convenience, the line (BiNi) represents the cur-
rent needle axis related to the steering angle ϕi. According to
Fig. 6.II-III and considering the needle-tip at Ni, the estimated
needle tip position N̂Fi is calculated as the deviation of the point
LFi by ∆̂xi w.r.t the full remaining insertion depth (∆yi). The
point LFi refers to the intersection between the line (BiNi) and
the horizontal line defined at the final insertion depth where
point Ti is located.

The objective of our steering algorithm is to calculate the
optimal steering angle ϕi so as to be able to position the pre-
dicted needle tip N̂Fi on the target Ti. Steering the needle by
ϕi by moving the needle base from Bi−1 to Bi will move the
point LFi horizontally towards the target Ti and optimally po-
sition it at ∆̂xi from Ti. Consequently, if the needle is steered
by ϕi and inserted towards Ti, the needle deflection, estimated
by ∆̂xi, will enable the needle tip to reach the target Ti with
minimal error.

Fig. 6.II shows an example where the predicted needle tip
position N̂F1 is not correctly superimposed on the targeted point
Ti=1. In such cases, the steering algorithm (Fig. 6.III) takes ad-
vantage of the interaction modeling to simulate the effects of a
given steering angle into the proximal needle bases.
Namely, starting from the insertion step i = 1, where the needle
tip is at N1, the algorithm will propose to steer the needle by
ϕ1. This is done by moving the needle base from B0 to B1 in
such a way that the point LF1 is positioned at ∆̂x2 from T1. If
the needle is steered by ϕ1 and inserted towards T1, the needle

Figure 6: Detailed presentation of the proposed needle steering algorithm, in-
cluding the steering angle ϕi(Bi−1, Ni, Bi) as system input (out of scale draw-
ings showing the preop., insertion and steering steps for i = 0, 1). The inverse
and direct deflection model supports needle position prediction N̂Fi as well as
updates of the adaptive parameter (Hi).

tip will reach T1 with minimal error.
Updating the needle base Bi, needle tip Ni and target Ti po-
sitions, these iterations also apply to the subsequent steering-
insertion steps until the full insertion depth (∆y).

The steering angle ϕi that provides the appropriate needle
path correction so that N̂Fi = Ti can be calculated knowing the
distance between the current position of LFi−1 before steering
and its desired position LFi after steering as follows:

ϕi =

∣∣∣∣∣∣LFi − LFi−1

∣∣∣∣∣∣
∆yi

where

LFi−1 = Ti +

[
−∆̂xi

0

]
.

The estimated deflection value ∆̂xi is obtained from the de-
flection model (Eq. (7)).

In the next section, experimental needle insertion proce-
dures were performed using different robot platforms. Al-
though our approach aims to be compatible with working un-
der CT and MRI scenarios, for simplicity, a non CT/MRI-
compatible experimental setup was used first to validate our ap-
proach at the lab level to avoid having to compete for access to
the scarce clinical resources. This platform was based on a 2D
video guidance and the Raven II platform [30].
Once the steering approach was validated under 2D video guid-
ance with the Raven platform, ex vivo experimental results on
3D needle steering using the CT/MR-compatible LPR robot un-
der CT-guidance were then presented.

3. Results

3.1. Experimental 2D Setup and Results on Needle Steering us-
ing the Raven II Robot

Experiment results involving robotic-driven needle steering
assistance were obtained using 23 insertion samples in a syn-
thetic phantom using the Raven II platform. The Raven II robot
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was teleoperated (UDP protocol), with 7-Dof Sigma.7 (Force
Dimension) serving as a haptic master device (Fig. 7). The
Raven II was run with a Position-Position control loop at 1kHz.
It can achieve sub-millimeter accuracy, as shown in [31]. The
master and slave were in the same room and connected with a 2
m long ethernet cable. The measured teleoperation latency was
≤ 1 ms [32].
A graphical user interface (GUI) was developed to provide
users with online image feedback and procedure data (target
depth, current needle-target distance, needle trajectory, esti-
mated error, etc.).
Two-dimensional images were acquired using a Toshiba
Camileo Z100 digital video camera. Scenario measurements
were obtained via accurate camera calibration using planar
fiducial markers [33], with 9 px/mm resolution. The needle
was visually detectable because the phantom tissues used were
translucent. Thus, for every needle insertion step (≈2-3 cm per
step), the needle tip position was tracked using a single mouse
click on the developed interactive GUI. This manual tracking
was a simple and quick task overall, as we worked with high
resolution images (e.g. 1920x1080), and image zooms in the
region of the mouse cursor.
Regarding the target definition, we assumed that the target was
a virtual point defined by the user with a mouse click on the
screen. In practice, target motion may be expected due to
needle-tissue interactions. However, for simplicity, we consid-
ered that the target was stationary for this first steering valida-
tion. The long (20 cm) spinal 18G (Gauge) needle was inserted
23 times in different PVC phantoms mimicking different tissues
as follows: 18 times in a) homogeneous phantom (100% soft
PVC); 5 times in b) multi-layer phantom (5 layers): sponge,
synthetic leather; extra soft PVC (80% soft PVC + 20% soft-
ener); 100% soft PVC; and 100% hard PVC. The multi-layer
phantom was intended to mimic real non-homogeneous patient
tissue layers.
The following video of the experiments provides a clear picture
of the experimental workflow: www.youtube.com/watch?v=
eZrKiTZine8.

Needle insertions were performed under iterative time, i.e.
progressively at regular intervals after the insertion steps. Each
insertion step was around 30 mm depth. Users could update the
current needle tip during the ≈ 5 s intervals provided for tissue
relaxation. The needle tip position updates provided adaptive
corrections for the previous needle deflection prediction.
Needle steering was performed by manipulating the needle
base according to the steering angle calculation and to the
visual suggestions (based on augmented reality approaches)
indicated in the GUI.
Needle insertion was performed at 60 mm/s speed and 50-100
mm depth range (see. Tab. 1). For the surface compression
tests and tissue stiffness estimation, a 6-DoF force-torque
sensor (nano43 from ATI Industrial Automation) was used
only once preoperatively before starting the experiment. The
intraoperative deflection estimation and steering guidance
experiments were performed without using any force sensor
data.
All the initial required parameters, such as tissue and needle

Table 1: Detailed results of needle insertion and steering approach for different
target locations: a) 18 insertions into homogeneous tissues and b) 5 insertions
into multi-layered heterogeneous tissue.

properties were obtained once preoperatively without any fur-
ther update. Tissue stiffness Kt was preoperatively estimated by
an axial compression test at the tissue surface level, as in [12],
with coefficients Kt(Homog) = 490 N/m and Kt(Multilayer) = 130 N/m .

Hereafter we present the pHRI results for needle steering
obtained using the above method. Fig. 7.III shows images of a
real example of insertion with needle steering assistance in ho-
mogeneous PVC tissue.
Once the virtual target is defined (see Fig. 7.III.A), the tissue
entry point suggestion is provided, followed by offline prelimi-
nary path prediction (Fig. 7.III.B). Then an insertion and needle
tip update loop (Fig. 7.III.C-D) allows the system to provide
steering assistance (Fig. 7.III.E). When applicable, the nee-
dle path correction is performed by lateral needle-base motion
(Fig. 7.III.F). The procedure ends when the needle tip is at the
same depth as the target (Fig. 7.III.H).

The deflection prediction model could be combined with
the needle steering algorithm to provide steering assistance en-
hanced by online model updates. The user was provided intra-
operative steering assistance, while taking the parameter uncer-
tainties into account.

The robustness of the proposed adaptive model and the
steering algorithm are illustrated in Fig. 8.
Fig. 8 and Tab. 1 illustrate a mean targeting error of 0.55 ±
0.4 mm for the homogeneous PVC tissue and 0.88 ± 0.3 mm
for the heterogeneous phantom tissue. For the steering experi-
ments, the needle was inserted at a mean depth ≈ 85 mm for the
homogeneous tissue and ≈ 111 mm for the multi-layered het-
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Figure 7: Raven II platform (I) customized to perform teleoperated needle insertion procedures (II). Needle steering guidance with lateral needle-base motion (III).
Zoom detailing the user visual feedback of the needle path towards the target direction.

Figure 8: Results of needle steering approach compared to linear-based clinical
reference.

erogeneous tissue. The needle tip deviation was measured up to
10 mm relative to a linear reference, i.e. where the needle is in-
serted straight without any steering. Tab. 1 details the obtained
results for each needle insertion and steering for different target
locations.

The robustness of our steering approach was also confirmed
by minor variations (≤ 0.4 mm) in the standard deviation.
Moreover, a comparison of inter-tissue errors revealed that it
was very stable. Finally, a comparison of mean targeting errors
of previous studies (i.e. 1.4 mm) [27] relative to offline predic-
tions (without steering corrections) using Raven II highlighted
the efficacy of the proposed steering algorithm in decreasing
the targeting errors to submillimetric levels, as discussed above.

The experimental results confirmed the accuracy of the pro-
posed pHRI model and the robustness of the targeting strategy
when combined with the needle steering process and using the
Raven II robot. Based on these encouraging experimental re-
sults, we programmed and performed ex vivo validation exper-
iments with the LPR robot.
Since the LPR robot and our proposed pHRI model and steer-

ing are CT and MRI- compatible, the experimental validation
could be readily performed under CT or MRI-guidance. Unfor-
tunately, we do not have an MRI for research in our institution
and we have no access to clinical MRI scanners. We thus per-
formed the ex vivo validation under CT-guidance, as detailed
hereafter.

3.2. Experimental Results on 3D Needle Steering using the
LPR Robot

The needle steering algorithm was tested using LPR in a
non-homogenous ex vivo pork tissue. The experiments were
designed as follows:

a) The tissue characteristics were obtained preoperatively
before starting the experiment using the LASTIC plat-
form [34]. LASTIC is a light aspiration device for in
vivo soft tissue characterization. This system applies a
range of negative pressures on the soft tissue and mea-
sures the resulting tissue deformations with a miniature
camera. The tissue elasticity parameters can be estimated
by combining these measurements with FEM modelling.
This system was used rather than the force sensor to es-
timate the surface tissue properties. This enabled us to
determine the 0.21 GPa value for Kt.

b) A screw nut (5 mm dia.), simulating the physical target,
was placed inside the ex vivo pork tissue through a path
orthogonal to the penetration direction. It was used as a
physical target during the experiments and was located
nearly 87 mm from the tissue surface.

c) Two different needles were tested. First, we used a stan-
dard 18G needle. The second one was a 20G stainless
steel needle with a 38◦ beveled tip and a 0.9 mm outer
diameter. As the needle was compact, the inner diam-
eter was set at zero. Three full needle insertion experi-
ments were performed using ex vivo pork tissue, where
the adaptive insertion planning with steering and tissue
entry point guidance were implemented. In addition, free
insertion was performed without any assistance so as to
be able to monitor and compare the findings of real nee-
dle deflection experiments with assisted needle insertion
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experiments. One insertion was done using a standard
18G needle and two insertions were performed using a
20G needle which is thinner and more flexible than the
18G.

d) Robotized insertion experiments were performed under
the CT-guided scenario. CT image data were interpo-
lated over the scanned workspace volume. Slice views
of the orthogonal axial and sagittal planes provided 3D
feedback of the scenario (Fig. 9.A). Since any point in the
3D space may be projected in both 2D orthogonal planes,
the system was able to provide steering assistance in any
direction. The final 3D error ε was thus also obtained
by Eq. (9) based on the Euclidean distance between the
needle-targeting errors observed for both axial and sagit-
tal 2D planes.

ε =

√
(Nxaxial − Txaxial )2 + (Ny − Ty)2 + (Nzsagittal − Tzsagittal )2 (9)

N = (Nxaxial ,Ny,Nzsagittal ) is the needle position measured
at the same insertion depth (same y-axis) as the targeted
point T. This latter was selected by the user at the center
of the target surface. Since the relative needle-tip posi-
tion was observed at the same insertion depth (i.e. needle
insertion stop-criteria), we assume Ny = Ty.

The steering algorithm used 5 px/mm voxel resolution ob-
tained from DICOM images to estimate the object dimensions
located in the scene, while providing the user with steering
assistance.
When the whole needle shaft and tissue were present in the
same image slice (as in Fig. 9.A), the algorithm was able to
provide steering assistance using relative needle-base position-
ing in each GUI plane.
As we were working in a 3D scenario, we often could not see
the whole needle shaft at the same time, as the needle is usually
distributed through several parallel slices. Augmented reality
(AR) techniques were implemented in GUI to overcome this
problem while still being able to identify the main objects in
the image. Then the steering algorithm could identify, for each
2D slice, the positions of needle elements (needle fiducials)
even when they were not visible in the current GUI windows.
Fig. 9.B depicts several axial slices showing the needle fiducials
such as the needle base B, needle entry point E, intermediate
and current the needle tip positions Ni and the physical target T.

Figures 9.B.I-III show the main fiducials (i.e. needle base,
entry point, current needle tip and target) relative to the time i
on the different planes. Fig. 9.B.IV refers to the time i + 1 and
shows GUI with the main steering parameters and AR resources
being used to plot all of them on the same plane, despite the 2D
image slice in the background.

Tab. 2 shows the obtained experimental targeting errors
after the final needle insertion step. T is the target position
preoperatively defined by the user (gold standard) and N
is the measured needle tip position. The axial and sagittal
components of T − N and its norm ε (3D error Eq. (9)) are

Table 2: Targeting errors obtained in the experiments with steering assistance
(S) with the LPR robot under 3D CT-guidance. The last row (L) refers to needle
deflection relative to the linear reference during free (open-loop) insertion.

reported in Tab. 2.

The average value of the 3D Euclidean error ε for the three
samples was 0.49 ± 0.22 mm. The last sample shown in the
table (sample 4(L)) refers to the observed needle deflection
considering a free open-loop insertion without steering. The
findings of this experiment enabled us to quantify the needle
deflection obtained with the current needle-tissue setup while
considering the same insertion depth (87 mm).
When inserting the 20G biopsy needle, we observed a needle
deflection of around 11.18 mm relative to the linear refer-
ential. Compared to the three experiments where needle
steering assistance was used, we succeeded in reducing the
error by > 95%. Note also that despite the experiment
was run at the limit of the constraint condition δx/L < 0.1, it
was still able to converge the predictions with errors of ≤ 1 mm.

Regardless of the quality of the obtained targeting accuracy,
the main contribution of our work is the method itself which
does not use any force measurement compared to existing state-
of-the-art methods. For the limit of our knowledge, there is no
other force-sensor-free method described in the literature that
can be compared with our proposed method. However, there ex-
ists other steering methods based on the interaction force mea-
surement that may perform better in terms of targeting precision
as summarized in Tab. 3.

4. Discussion

Here we have presented a novel CT and MRI-compatible
modeling of the physical interaction between a robotized
needle and the patient.
The robotic platform and pHRI model and steering algorithm
were designed to overcome ferromagnetic issues while being
compatible with reduced workspaces inside the bore [25],
[10]. The proposed model does not use the interaction force
measurement as commonly proposed in the literature [11],
[12], [19], [13], [20], [14]. This model is based only on the
needle kinematics and kinetic studies using a phenomenologi-
cal approach.
The findings of the CT-guided 3D steering experiments demon-
strated the feasibility of the approach under in vitro and ex vivo
needle insertion conditions. While the whole approach was
also designed to be compatible with MRI-guided scenarios,
we did not have access to a research-oriented MRI platform
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Figure 9: A. 3D needle steering using the LPR robot under CT-guidance. Axial and sagittal slices showing the needle position and intraoperative needle steering
guidance. B. Interactive GUI with AR-based resources. The whole needle shaft was not entirely visible in every slice. (I-III) AR-based guidance (IV) improved
visual feedback: all needle fiducials were assembled on the same image. GUI also provided feedback regarding the system parameters.

to validate our solution. However, since our proposed pHRI
model and steering solution have been designed to be CT and
MRI compatible and were experimentally validated ex vivo
under CT-guidance, it may be assumed that they could be
applicable to MRI-guided platforms.
Indeed, the MR-compatibility of our method is guaranteed
by the MR-compatible mechatronics design of the used LPR
robot and by the algorithmic part of our proposed modeling
and steering method that is based only on the acquired image.
However, considering the needle clearly visible in the MR
image as shown in [5], the expected targeting precision of
our proposed approach under MRI-guidance will be highly
dependent on the quality and the resolution of the acquired
MR image. MRI related experiments need to be conducted to
fully validate the applicability of our proposed method under
MRI-guidance.
The phenomenological-based techniques took the needle tip
and target positions into account, along with the needle and
tissue biomechanical properties.
Our original approach allowed us to predict the curved needle
path by modeling the needle as articulated links and via
low-cost computational processing. As our model is quite
simple and linear, the algorithm does not necessitate much
computational complexity and it can be computed almost
instantaneously. It can thus provide instant updates for steering
assistance and subsequent needle path prediction.
The resulting algorithms facilitate intraoperative adaptive
insertion planning with needle steering and preoperative tissue
entry point assistance.
Because of the simplicity of this needle steering solution, it
could also be of potential interest for operations using 3D
real-time image-guided percutaneous procedures, such as
real-time MRI (which is very rare nowadays and is beyond the

scope of this work). Moreover, it might ultimately be possible
to implement automatic needle tip tracking, which could be the
focus of future studies.
These cross-platform robot-assisted experiments encountered
issues not previously considered in the algorithms design, such
as needle bending outside the tissue. During in vitro and ex
vivo validation tests, the adaptive algorithm served as a failure
cotingency tool and could be automatically adapted for use
in different robot platforms. The proposed algorithms are
not platform specific and could function without any further
experiments for (re)training or (re)tuning. The use of needle
steering assistance reduced needle insertion error by ≈ 95%
compared to insertions using classical linear references.

Tab. 3 shows the main steering approaches that have been
proposed in the literature to assist robot insertion. We have clas-
sified the studies according to the clinical target, needles and tis-
sues used for the validation, insertion depth in the experiments,
needle steering strategy, imaging feedback modality, type of
deflection prediction (i.e. preoperative offline vs. intraoper-
ative online), the compatibility of promising approaches with
currently robotized needle insertion platforms (e.g. compati-
bility with MR imaging and rigid needles conventionally used
in clinical routines), failure-contingency mechanism (adaptive
compensation of the model to improve its performance online
by overcoming scenario uncertainties), required demand for on-
line data force input and reported mean error.
According to [24], 2-3 mm targeting errors could be acceptable
for most surgical percutaneous procedures, as compared to the
human manual targeting error [35], i.e. ≈ 3-5 mm.
Therefore, the submillimeter targeting precision of most of
these platforms validates their proposed control strategies.
However, as presented in Tab. 3, the main challenges for robo-
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Table 3: Main steering and needle deflection prediction approaches proposed in the literature for different experimental conditions. Some information in the table
was not directly available from the study. Therefore, when applicable, the information was deduced (*). When information was not applicable or not clearly
available in the paper, it is indicated as (n/a).

tized needle steering assistance go beyond the targeting preci-
sion. Indeed, it’s very challenging to compare different robo-
tized steering approaches as they are assessed under rather dif-
ferent conditions/challenges and are highly dependent on the
used robot and imaging feedback. The objective of Tab. 3 is
not to compare the targeting performance of the proposed mod-
els. We want to emphasize through this analysis that the main
contribution of our work is not the obtained precision but the
method itself that does not use any force measurement and is
thus CT/MRI compatible and safe. This contributes to answer
to the safety challenges in the physical humanrobot interaction
domain.
Moreover, the choice of using either flexible (nitinol) or rigid
needles could limit the feasibility of the applications to existing
robot platforms under given scenarios. Likewise, selecting one
model over another may limit online deflection estimations to
the use of CT/MR-compatible force sensors. The issues men-
tioned above hamper or complicate the use of many of these
models under MRI robotized needle insertion procedures. The
results obtained in this study thus revealed the potential of our
proposed method to fill this gap.

5. Conclusion

In this work, we have proposed and experimentally vali-
dated an image-based interaction model compatible with both
CT and MRI constrains and clinical scenarios. The method
does not use any force measurement and is thus CT/MRI com-
patible and safe. This contributes to answer to the safety chal-
lenges in the physical humanrobot interaction domain. Future
research could deal with further challenges under real scenarios
using MRI-guidance, such as target motion, needle real-time
tracking, obstacle deviation, alongside the use of elastography

to provide the model with pre/intraoperative tissue stiffness pa-
rameters.
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