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Abstract. Given the high data volumes in time series applications, or
simply the need for fast response times, it is usually necessary to rely
on alternative, shorter representations of time series, usually with infor-
mation loss. This incurs approximate comparisons of time series where
precision is a major issue. We propose a new representation approach
called ASAX, coming with two techniques ASAX EN and ASAX SAE,
for segmenting time series before their transformation into symbolic rep-
resentations. Our solution can reduce significantly the error incurred by
possible splittings at different steps of the representation calculation, by
taking into account the entropy of the representations (ASAX EN) or
the sum of absolute errors (ASAX SAE), particularly for datasets with
unbalanced (non-uniform) distributions. This is particularly useful for
time series similarity search, which is the core of many data analytics
tasks. We provide theoretical guarantees on the lower bound of simi-
larity measures, and our experiments illustrate that our approach can
improve significantly the time series representation quality.
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1 Introduction

Many applications in different domains generate time series data at an increas-
ing rate. That continuous flow of emitted data may concern personal activities
(e.g., through smart-meters or smart-plugs for electricity or water consumption)
or professional activities (e.g., for monitoring heart activity or through the sen-
sors installed on plants by farmers). This results in the production of large and
complex data, usually in the form of time series that challenges knowledge dis-
covery [11,22,27,20,21,10,24,19,15,17]. Data mining techniques on such massive
sets of time series have drawn a lot of interest since their application may lead
to improvements in a large number of these activities, relying on fast and accu-
rate similarity search in time series for performing tasks like, e.g., Classification,
Clustering, and Motifs Discovery [20,16,30].

As a consequence of the high data volumes in such applications, similarity
search can be slow on raw data. One of the issues that hinder the analysis of such
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