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Abstract

Let G be a minor-closed graph class. We say that a graph G is a k-apex of G if G contains a
set S of at most k vertices such that G \ S belongs to G. We denote by Ak(G) the set of all
graphs that are k-apices of G. We prove that every graph in the obstruction set of Ak(G), i.e.,

the minor-minimal set of graphs not belonging to Ak(G), has order at most 2222poly(k)

, where
poly is a polynomial function whose degree depends on the order of the minor-obstructions of
G. This bound drops to 22poly(k) when G excludes some apex graph as a minor.
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1 Introduction

A graph class G is minor-closed if every minor1 of a graph in G is also a member of G. Given a graph
class G, its minor obstruction set, denoted by obs(G), is defined as the set of all minor-minimal
graphs not in G, called minor obstructions of G. Given a set of graphs F , we denote by excl(F)
as the set containing every graph G that excludes all graphs in F as minors. Clearly, for every
minor-closed graph class G, G = excl(obs(G)). This implies that the obstruction set obs(G) can
be seen as a complete characterization of G in terms of excluded minors.

An algorithmic consequence of the above concerns the Membership in G problem that asks,
given an n-vertex graph G, whether G ∈ G. It follows that if G is minor-closed then the Membership
in G problem is equivalent to checking whether G excludes as a minor all the graphs in the set
obs(G), and therefore is reduced to the Minor Checking problem that asks, given two graphs G

and H, whether H is a minor of G.

1.1 Obstruction sets

According to the celebrated Robertson and Seymour’s theorem [75] there is no infinite set of graphs
where every pair of graphs is non-comparable by the minor relation. This result implies that, for
every graph class G, the set obs(G) is finite. Moreover, the seminal algorithmic result of the Graph
Minors series is an algorithm solving the Minor Checking problem in f(h) · n3-time, where h is
the order of H and f is some function of h. This algorithm has been improved to a quadratic one
in [52] and this, along with the finiteness of obs(G), imply that, for every minor-closed graph class
G, there exists a quadratic-time algorithm for the Membership in G problem. However, this does
not mean that we can actually construct such an algorithm, as this requires first to construct the
set obs(G).

Interestingly, the proof of Robertson and Seymour’s theorem is not constructive. Friedman,
Robertson, and Seymour proved in [38] that the bounded2 version of the Robertson and Seymour’s
theorem is equivalent to the extended Kruskal’s theorem which is proof-theoretically stronger than
Π1

1-CA0 (see the work of Krombholz and Rathjen [58] for recent results on the meta-mathematics
of Robertson and Seymour’s theorem [38]). This rules out the existence of a proof yielding a
way to construct obs(G). Moreover, in the same impossibility direction, Fellows and Langston [32]
proved, using a reduction from the Halting problem, that there is no algorithm that given a finite
description of a minor-closed class G, outputs obs(G). Additional conditions, mostly related to
logic, that can guaranty the computability of obstruction sets have been extensively investigated
in [1, 3, 6, 12,17,27,32,34,45,45,59–61].

The study of obs(G) for distinct instantiations of minor-closed graph classes G is an active
topic in graph theory. In the best of the cases, such results achieve the complete identification of
the obstruction set [4, 5, 13,25,26,35,55,63,79,85,88,89] or resort to a partial characterization, by

1A graph H is a minor of G if a graph isomorphic to H can be obtained from some subgraph of G after applying
edge contractions. As in this paper we consider only simple graphs, we insist that in case multiple edges are created
after a contraction, then these edges are automatically suppressed to simple edges, while in the case that loops are
created, they are automatically removed from the graph.

2The “bounded version” of Robertson and Seymour’s theorem is the one where the graphs in its statement are
restricted to have bounded treeewdith.
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identifying subsets of them with particular properties [39, 47, 64, 68, 70, 90]. A more general line of
research is to study parameterized minor-closed graph classes. A parameterized minor-closed graph
class is a collection {Gi | i ≥ 0}, where Gi is typically defined as the set of graphs for which the
value of some minor-closed graph parameter3 is bounded by i. To our knowledge, no known result
exactly identifies obs(Gi), for all i ∈ N. However, there are results that either identify all graphs in
obs(Gi) with some particular property, implying –typically huge– lower bounds on the cardinality
of |obs(Gi)|, as a function of i [11,20,22,57,67,71,80], or provide upper bounds on the order of the
graphs in obs(Gi) as a function of i [15,24,33,36,45,60,69,84]. These latter results are interesting as
they yield the computability of obs(Gi) and directly imply the constructibility of fixed-parameter
tractable algorithms for the corresponding graph parameters. For more on the interrelation between
obstruction sets and parameterized algorithms, see [31,32,34]. We wish to stress that the references
that we give above are indicative and by no means complete. See also [2, 66] for related surveys.

1.2 Apices of minor-closed classes

Given a non-negative integer k and a graph class G, we say that a graph G is a k-apex of G if it can
be transformed to a member of G after removing at most k vertices. We denote the set of all k-apices
of G by Ak(G). The study of k-apices of graph classes is quite extensive both in combinatorics and
algorithms. The (meta)problem Vertex Deletion to G asking, given a graph G and an integer
k, whether G is a k-apex of G, is part of the wider family of Graph Modification Problems and can
be seen as the prototypical setting of the “small distance from triviality” question [37,44].

It is easy to see that if G is minor-closed, then Ak(G) is also minor-closed for every k ≥ 0.

Clearly, obs(Ak(G)) constitutes a complete characterization of the class of the k-apices of G and
in many cases it characterizes several known graph parameters. For instance, graphs with a vertex
cover of size at most k are the graphs in Ak(excl({K2})), graphs with a feedback vertex set of
size at most k are the graphs in Ak(excl({K3})), and k-apex planar graphs (also known as apex
graphs) are the graphs in Ak(excl({K5, K3,3})).

Given a finite collection of graphs F and a non-negative integer k, we set

F (k) = obs(Ak(excl(F))).

Notice that if G is a minor-closed graph class and F = obs(G), then F (k) = obs(Ak(G)).
Adler, Grohe, and Kreutzer made an important step in [3] (see also [34]) on the algorithmic

study of F (k) by proving that it is effectively computable: there is a Turing Machine that receives
F and k as input and, after some finite number of steps, outputs the set F (k). Here we need to
stress that no bound for the running time function of such a Turing Machine is given in [3]. This
can be overcome by a proof of an explicit combinatorial bound on the size of F (k).

Up to now, the most general combinatorial bound on F (k) is given in [36], where it is proven
that if F contains some planar graph, then every graph in F (k) has O(kh) vertices, where h is some
constant depending (non-constructively) on F (see [24,69,91] for low polynomial bounds on special
cases of this result).

3A graph parameter is a function mapping graphs to non-negative integers and is minor-closed if it cannot increase
when taking minors.
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Apart from the above general results, a lot of work has been devoted to the identification of
F (k) for particular instantiations of F and k. In this direction, {K2}(k) has been identified for
k ∈ {1, . . . , 5} in [14], for k = 6 in [26], and for k = 7 in [25], while the graphs in {K3}(i)

have been identified in [23] for i ∈ {1, 2}. In [21], Ding and Dziobiak identified the 57 graphs in
{K4, K2,3}(1), i.e., the obstruction set for apex-outerplanar graphs, and the 25 graphs in {K−

4 }(1),

i.e., the obstruction set for apex-cactus graphs (as announced in [29]). Recently, the 29 obstructions
for 1-apex sub-unicyclic graphs and the 33 obstructions for 1-apex pseudoforests have been identified
in [63] and [62], respectively.

A landmark problem that attracted particular attention (see e.g., [64, 66, 90]) is the one of
identifying {K5, K3,3}(1), i.e., characterizing 1-apex planar graphs. In this direction, Mattman and
Pierce conjectured that {K5, K3,3}(n) contains the Y ∆Y -families of Kn+5 and K32,2n and provided
evidence towards this in [67]. Recently, Jobson and Kézdy identified all graphs in {K5, K3,3}(1) of
connectivity two in [47], where they also reported that |{K5, K3,3}(1)| ≥ 401.

1.3 Our bounds

In this paper we provide the first general combinatorial upper bound on the order of the graphs in
F (k), as a function of F and k. To specify the bound and its attributes, we define two constants
depending on F . We set sF as the maximum number of vertices of a graph in F . We also define aF
as the minimum apex number of a graph in F , where the apex number of a graph G is the minimum
i such that G is i-apex planar, i.e., aF = min{i | F ∩ Ai(excl({K5, K3,3})) ̸= ∅}. In Subsection 2.1,
we define a third constant depending on F , namely ℓF , that is the maximum detail of the graphs
in F , where the detail of a graph is the maximum is the maximum between the size of its vertex
and its edge set. The constant ℓF is redundant for the presentation of the results and the proof
outline in the rest of this section.

There are several graph classes where aF = 1 such as single-crossing minor-free graph classes [73]
and surface-embeddable graphs. Finally, aF = 0 if and only if excl(F) has bounded treewidth,
because of the grid exclusion theorem [72].

The main contribution of this paper is the following4.

Theorem 1. There exists a function f1 : N3 → N such that if F is a finite collection of graphs and
k ∈ N, then every graph in F (k) = obs(Ak(excl(F)), has at most f1(aF , sF , k) vertices.

Moreover, if a = aF ≥ 1 and s = sF , then f1(a, s, k) = 222log k·2Os(ka−1)

. In particular, f1(a, s, k) =

22q·2log(c·k)·2ka−1·2O(s2 log s)

, where q := q(s2) = 222c22O(s2 log s)

, and c := ful(s2).

In the above theorem. ful is the bounding function of the Unique Linkage Theorem from [54] (see
also [76,77]). We stress the function ful is introduced twice in our proofs, namely in Proposition 15
and Proposition 23.

Notice that the general bound of Theorem 1 is 4-fold exponential in some polynomial of k. It is
worth to observe that in the case where that F contains some apex graph (or equivalently, aF = 1)

4In this paper we adopt the notation f(α, β) = Oα(β) (resp. f(α, β) = Ωα(β)) in order to denote that f(α, β) is
upper-bounded (resp. lower-bounded) by the product of a function of α and a linear function of β.
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this bound becomes 22q·kc′

, where c′ := 22O(s2 log s)
, i.e., is double-exponential in some polynomial of

k, whose degree depends on s. For the case where aF = 0 (that is, when F contains only planar
graphs), as we already mentioned, there exists a better bound than the one of Theorem 1, i.e., the
obstructions in F (k) have order polynomial in k [36], with degree depending on s as well.

Theorem 1 implies that one can construct an algorithm that receives as input F and k and
outputs the obstruction set F (k). This is done by enumerating all graphs of at most f1(a, s, k)
vertices and filtering out those that are not minor-minimal members of Ak(excl(F)). The running

time of this algorithm can be bounded by f ′(k, s) = 22222kOs(1)

.

1.4 Proof outline

Our proof has two parts and, in both of them, the protagonist is the graph parameter treewidth.
Treewidth is a cornerstone parameter in both structural and algorithmic graph theory and, roughly
speaking, can be seen as a measure of the topological resemblance of a graph to the structure of
a tree (see Section 2 for the formal definition). Our first aim is to bound the treewidth of the
graphs in F (k) by a function of k and, in the second step, we use this bound in order to bound the
order of the graphs in F (k). This two-stage approach is not new. It dates back to the celebrated
irrelevant vertex technique, introduced in [74] for the design of a polynomial-time algorithm for the
Disjoint Paths problem. The same technique has been used in [3] for computing obstruction sets
(see also [28, Section 7.9.1] and [14]) and for the the design of parameterized algorithms recognizing
k-apices of certain minor-closed graph classes [46,50,56,65,81,83]. In the rest of this subsection we
outline how this technique is applied in order to obtain the bounds in Theorem 1.

The Flat Wall Theorem. The main combinatorial tool for our proof is the Flat Wall Theorem.
This theorem was proved by Robertson and Seymour in [74] and served as the combinatorial base
for the application (and also the invention) of the irrelevant vertex technique. In a nutshell, this
theorem asserts that every graph in excl(F) that has “big enough” treewidth contains a vertex set
A, whose size depends on F , such that G \ A contains some “flat wall”. Intuitively, a flat wall W is
contained in a larger subgraph of G \ A, its compass, that is separated from the rest of G \ A via
a separator S that is a “suitably chosen” part of the “bordering cycle” of W and is arranged in a
“flat way” inside this cycle.

To deal with flat walls, we use the combinatorial framework recently introduced in [82] that,
in turn, is based on the improved version of the Flat Wall Theorem proved by Kawarabayashi,
Thomas, and Wollan in [53] (see also [16, 43]). This framework is presented in Section 2 and
provides the formal definitions of a series of combinatorial concepts such as paintings and renditions
(Subsection 2.3), flatness pairs and tilts (Subsection 2.4), as well as a notion of wall homogeneity
(Subsection 2.5) alternative to the one given in [74]. All these concepts are extensively used in our
proofs.

Bounding the treewidth of the obstructions. Given a graph G, we call a set S ⊆ V (G)
F-hitting set of G if G \ S ∈ excl(F).
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Our proof for bounding the treewidth of the graphs in F (k) departs from the fact that every
obstruction G ∈ F (k) contains an F-hitting set R with k + 1 vertices. We assume, towards a
contradiction, that G has treewidth Ωs(k2Ωs(ka−1)), where s = sF and a = aF .

We next apply the Flat Wall Theorem (as stated in Proposition 7) on G\R and, after removing
an additional set A, we know that G \ (R ∪ A), contains a flat wall W of height k2Ωs(ka−1)

, while
|R ∪ A| ≤ k + a − 4. We then consider the set Q consisting of the vertices of R ∪ A that have
neighbors in Ωs(k3) elements of some so-called “canonical partition” of G \ (R ∪ A), introduced
in Subsection 3.1, into “zones of influence” around the vertices of W. Intuitively, this partition is
defined so to respect the “bidimensional” structure of W.

We next identify inside the compass K of W some flat wall W ′ of height Ωs(k) with compass
K ′ such that

(i) none of the vertices in (R ∪ A) \ Q has any neighbor inside K ′, and

(ii) W ′ is “homogeneous with respect to all subsets of Q of size a−1”. Here we use the generalized
notion of homogeneity that is defined in [82] and used in [8].

The existence of a wall W ′ as above is supported by Lemma 10, Lemma 12, and finally
Lemma 13, whose proof occupies the whole Section 5.

We stress at this point that the price we pay for obtaining a homogeneous wall of height Ωs(k)
was to demand that W has height k2Ωs(ka−1)

, where the term Ωs(ka−1) comes from the number of
subsets of Q of size a − 1 and the fact that, in the worst case, Q = R ∪ A. This is the source of
the double-exponentiality in k of the bound for treewidth (which becomes polynomial in k in case
a = 0).

Let now G− = G \ v where v is a “central vertex” of W ′. As G ∈ F (k), G− has an F-hitting
set S with |S| ≤ k. Our next step is to prove that any such S must intersect all but at most a − 1
vertices of Q. Then using (i), (ii), and the main combinatorial result of [8] (Proposition 15), we
prove (Corollary 17) that S is also an F-hitting set of G, a contradiction to the fact that G ∈ F (k)

(see the proof of Lemma 19).

Bounding the order of the obstructions. Given that the graphs in F (k) have treewidth
bounded by a function that is double-exponential in k, the next step is to bound their order. For
this, we apply the technique introduced by Lagergren in [60] (see also [59, 61]). This technique
has been used in order to bound the order of obstructions for several width parameters: minor
obstructions for treewidth and pathwidth in [60], immersion obstructions for cutwidth in [42] and
tree-cutwidth in [40], and vertex-minor obstructions for linear rankwidth in [48, 49]. Also, similar
ideas where used for the identification of immersion obstructions in [41].

In our case, we consider in Section 4 a graph G ∈ F (k) and we assume that its treewidth
is upper-bounded by t = t(k, s). Then we consider a special type of tree decomposition defined
in [72, 87], called linked decomposition (see also [10, 30]). We also assume that this decomposition
is “binary”, in the sense that the associated tree T rooted at each of its nodes has at most two
children. We then consider, for each bag Xi of the decomposition, the graph that is “dangling”
below Xi and see it as a “boundaried” graph Gi, whose boundary is the set Xi. An important part
of the proof is to assign to each boundaried graph Gi a “set of characteristics”, expressing all ways

7



F-hitting sets of size at most k may intersect partial minor models of the graphs in F inside Gi (see
Subsection 4.1). These characteristics are defined using the algorithmic results of [8, 9] and play a
role similar to that of defining a “finite congruence” in [61]. Using the combinatorial bounds of [8],
we prove that they are no more than 2Os(t log t) different characteristics. Also, in Subsection 4.1 we
introduce an ordering between such characteristics and show that if Xi and Xj are nodes in the
same path from the root to some leaf of T, then their corresponding characteristics are comparable
with respect to this ordering (Lemma 24). Next we use the fact that G is an obstruction to prove
that the characteristics should be properly ordered along such paths (see the proof of Lemma 21).
This implies that each path of T has 2Os(t log t) nodes which, in turn, yields that the binary tree T

has 22Os(t log t) nodes in total. This bound on the size of the tree of the tree decomposition implies
that the same bound holds for the order of G as well.

Given the above discussion, we conclude that the order of the graphs in F (k) is double-
exponential in their treewidth and that their treewidth is double-exponential in k. These altogether
yield the claimed 4-fold exponential bound.

2 Preliminaries

In this section we present some basic definitions as well as the combinatorial framework of [82]
concerning flat walls. Namely, in Subsection 2.1 we give some basic definitions on graphs and
in Subsection 2.2 we define walls and some basic notions concerning them. In Subsection 2.3 we
present the notions of paintings and renditions, which we use in Subsection 2.4 in order to define
flat walls, flatness pairs, and their tilts. In Subsection 2.5 we define the notion of homogeneous
flatness pairs.

2.1 Basic definitions

Sets and integers. We denote by N the set of non-negative integers. Given two integers p and
q, the set [p, q] refers to the set of every integer r such that p ≤ r ≤ q. For an integer p ≥ 1, we
set [p] = [1, p] and N≥p = N \ [0, p − 1]. Given a non-negative integer x, we denote by odd(x) the
minimum odd number that is not smaller than x. For a set S, we denote by 2S the set of all subsets
of S and, given an integer r ∈ [|S|], we denote by

(S
r

)
the set of all subsets of S of size r and by( S

≤r

)
the set of all subsets of S of size at most r. If S is a collection of objects where the operation

∪ is defined, then we denote ⋃⋃⋃⋃⋃⋃⋃⋃⋃
S = ⋃

X∈S X. Given two sets A, B and a function f : A → B, for a
subset X ⊆ A we use f(X) to denote the set {f(x) | x ∈ X}.

Basic concepts on graphs. All graphs considered in this paper are undirected, finite, and
without loops or multiple edges. We use standard graph-theoretic notation and we refer the reader
to [19] for any undefined terminology. Let G be a graph. We call |V (G)| the order of G. Also, we
say that a pair (L, R) ∈ 2V (G) × 2V (G) is a separation of G if L ̸= R, L ∪ R = V (G), and there is
no edge in G between L \ R and R \ L. Given a vertex v ∈ V (G), we denote by NG(v) the set of
vertices of G that are adjacent to v in G. Also, given a set S ⊆ V (G), we set NG(S) = ⋃

v∈S NG(v).
For S ⊆ V (G), we set G[S] = (S, E ∩

(S
2
)
) and use the shortcut G \ S to denote G[V (G) \ S]. Given

a graph G, we define the detail of G, denoted by detail(G), to be the maximum among |E(G)| and

8



|V (G)|. Given a finite collection F of graphs, we set ℓF = max{detail(H) | H ∈ F}. Given a vertex
v ∈ V (G) of degree two with neighbors u and w, we define the dissolution of v to be the operation
of deleting v and, if u and w are not adjacent, adding the edge {u, w}. Given two graphs H, G, we
say that H is a dissolution of G if a graph isomorphic to H can be obtained from G after dissolving
vertices of G. Given an edge e = {u, v} ∈ E(G), we define the subdivision of e to be the operation
of deleting e, adding a new vertex w and making it adjacent to u and v. Given two graphs H, G, we
say that H is a subdivision of G if a graph isomorphic to H can be obtained from G after possibly
subdividing edges of G.

Treewidth. A tree decomposition of a graph G is a pair (T, χ) where T is a tree and χ : V (T ) →
2V (G) such that

• ⋃
t∈V (T ) χ(t) = V (G),

• for every edge e of G there is a t ∈ V (T ) such that χ(t) contains both endpoints of e, and

• for every v ∈ V (G), the subgraph of T induced by {t ∈ V (T ) | v ∈ χ(t)} is connected.

The width of (T, χ) is equal to max
{

|χ(t)| − 1
∣∣ t ∈ V (T )

}
and the treewidth of G is the minimum

width over all tree decompositions of G.

Contractions and minors. The contraction of an edge e = {u, v} of a simple graph G results in
a simple graph G′ obtained from G \ {u, v} by adding a new vertex uv adjacent to all the vertices
in the set NG(u) ∪ NG(v) \ {u, v}. A graph H is a minor of a graph G, denoted by H ⪯m G,

if we can obtain from G a graph G′ by a sequence of vertex removals, edge removals, and edge
contractions such that H is isomorphic to G′. If only edge contractions are allowed, we say that H

is a contraction of G. Given two graphs H, G, if H is a minor of G then for every vertex v ∈ V (H)
there is a set of vertices in G that are the endpoints of the edges of G contracted towards creating
the vertex ρ(v) of V (G′), where ρ is an isomorphism from H to G′. We call this set the model of v

in G. Given a finite collection of graphs F and a graph G, we use the notation F ⪯m G to denote
that some graph in F is a minor of G.

2.2 Walls and subwalls

Walls. Let k, r ∈ N. The (k × r)-grid is the graph whose vertex set is [k] × [r] and two vertices
(i, j) and (i′, j′) are adjacent if and only if |i − i′| + |j − j′| = 1. In the rest of this paper, we
always assume that each vertex (i, j) ∈ [k] × [r] of a (k × r)-grid is embedded at the point (i, j) in
a coordinate system whose horizontal axis refers to the first coordinate, whose vertical axis refers
to the second coordinate, and each edge of the grid is represented by a straight line segment. An
elementary r-wall, for some odd integer r ≥ 3, is the graph obtained from a (2r × r)-grid with
vertices (x, y) ∈ [2r] × [r], after the removal of the “vertical” edges {(x, y), (x, y + 1)} for odd x + y,

and then the removal of all vertices of degree one. This definition is slightly different than other
definitions in the literature (i.e., we require r to be odd), but we adopt this one for technical reasons.
Notice that, as r ≥ 3, an elementary r-wall is a planar graph that has a unique (up to topological
isomorphism) embedding in the plane R2 such that all its finite faces are incident to exactly six
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edges. The perimeter of an elementary r-wall is the cycle bounding its infinite face, while the cycles
bounding its finite faces are called bricks. Also, the vertices in the perimeter of an elementary r-
wall that have degree two are called pegs, while the vertices (1, 1), (2, r), (2r −1, 1), (2r, r) are called
corners (notice that the corners are also pegs).

An r-wall is any graph W obtained from an elementary r-wall W̄ after subdividing edges (see
Figure 1). A graph W is a wall if it is an r-wall for some odd r ≥ 3 and we refer to r as the height
of W. Given a graph G, a wall of G is a subgraph of G that is a wall. We insist that, for every
r-wall, the number r is always odd.

We call the vertices of degree three of a wall W 3-branch vertices. A cycle of W is a brick (resp.
the perimeter) of W if its 3-branch vertices are the vertices of a brick (resp. the perimeter) of W̄ .

We denote by C(W ) the set of all cycles of W. We use D(W ) in order to denote the perimeter of
the wall W. A brick of W is internal if it is disjoint from D(W ).

Figure 1: An 11-wall and its five layers, depicted in alternating red and blue. The central vertices
of the wall are depicted in green.

Subwalls. Given an elementary r-wall W̄ , some odd i ∈ {1, 3, . . . , 2r − 1}, and i′ = (i + 1)/2,

the i′-th vertical path of W̄ is the one whose vertices, in order of appearance, are (i, 1), (i, 2), (i +
1, 2), (i + 1, 3), (i, 3), (i, 4), (i + 1, 4), (i + 1, 5), (i, 5), . . . , (i, r − 2), (i, r − 1), (i + 1, r − 1), (i + 1, r).
Also, given some j ∈ [2, r − 1] the j-th horizontal path of W̄ is the one whose vertices, in order of
appearance, are (1, j), (2, j), . . . , (2r, j).

A vertical (resp. horizontal) path of W is one that is a subdivision of a vertical (resp. horizontal)
path of W̄ . Notice that the perimeter of an r-wall W is uniquely defined regardless of the choice of
the elementary r-wall W̄ . A subwall of W is any subgraph W ′ of W that is an r′-wall, with r′ ≤ r,

and such the vertical (resp. horizontal) paths of W ′ are subpaths of the vertical (resp. horizontal)
paths of W.

Layers. The layers of an r-wall W are recursively defined as follows. The first layer of W is its
perimeter. For i = 2, . . . , (r − 1)/2, the i-th layer of W is the (i − 1)-th layer of the subwall W ′

obtained from W after removing from W its perimeter and removing recursively all consequent
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vertices of degree one. We refer to the (r − 1)/2-th layer as the inner layer of W. The central
vertices of an r-wall are its two branch vertices that do not belong to any of its layers and that are
connected by a path of W that does not intersect any layer. See Figure 1 for an illustration of the
notions defined above.

Central walls. Given an r-wall W and an odd q ∈ N≥3 where q ≤ r, we define the central q-
subwall of W, denoted by W (q), to be the q-wall obtained from W after removing its first (r − q)/2
layers and all consequent vertices of degree one.

Tilts. The interior of a wall W is the graph obtained from W if we remove from it all edges of
D(W ) and all vertices of D(W ) that have degree two in W. Given two walls W and W̃ of a graph
G, we say that W̃ is a tilt of W if W̃ and W have identical interiors.

2.3 Paintings and renditions

In this subsection we present the notions of renditions and paintings, originating in the work of
Robertson and Seymour [74]. The definitions presented here were introduced by Kawarabayashi et
al. [53] (see also [82]).

Paintings. A closed (resp. open) disk is a set homeomorphic to the set {(x, y) ∈ R2 | x2 +y2 ≤ 1}
(resp. {(x, y) ∈ R2 | x2 + y2 < 1}). Let ∆ be a closed disk. Given a subset X of ∆, we denote its
closure by X̄ and its boundary by bd(X). A ∆-painting is a pair Γ = (U, N) where

• N is a finite set of points of ∆,

• N ⊆ U ⊆ ∆, and

• U \ N has finitely many arcwise-connected components, called cells, where, for every cell c,

◦ the closure c̄ of c is a closed disk and
◦ |c̃| ≤ 3, where c̃ := bd(c) ∩ N.

We use the notation U(Γ) := U, N(Γ) := N and denote the set of cells of Γ by C(Γ). For convenience,
we may assume that each cell of Γ is an open disk of ∆. Notice that, given a ∆-painting Γ, the pair
(N(Γ), {c̃ | c ∈ C(Γ)}) is a hypergraph whose hyperedges have cardinality at most three and Γ can
be seen as a plane embedding of this hypergraph in ∆.

Renditions. Let G be a graph and let Ω be a cyclic permutation of a subset of V (G) that we
denote by V (Ω). By an Ω-rendition of G we mean a triple (Γ, σ, π), where

(a) Γ is a ∆-painting for some closed disk ∆,

(b) π : N(Γ) → V (G) is an injection, and

(c) σ assigns to each cell c ∈ C(Γ) a subgraph σ(c) of G, such that

(1) G = ⋃
c∈C(Γ) σ(c),
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(2) for distinct c, c′ ∈ C(Γ), σ(c) and σ(c′) are edge-disjoint,
(3) for every cell c ∈ C(Γ), π(c̃) ⊆ V (σ(c)),
(4) for every cell c ∈ C(Γ), V (σ(c)) ∩

⋃
c′∈C(Γ)\{c} V (σ(c′)) ⊆ π(c̃), and

(5) π(N(Γ) ∩ bd(∆)) = V (Ω), such that the points in N(Γ) ∩ bd(∆) appear in bd(∆) in the
same ordering as their images, via π, in Ω.

2.4 Flatness pairs

In this subsection we define the notion of a flat wall, originating in the work of Robertson and
Seymour [74] and later used in [53]. Here, we define flat walls as in [82].

Flat walls. Let G be a graph and let W be an r-wall of G, for some odd integer r ≥ 3. We say
that a pair (P, C) ⊆ D(W ) × D(W ) is a choice of pegs and corners for W if W is the subdivision
of an elementary r-wall W̄ where P and C are the pegs and the corners of W̄ , respectively (clearly,
C ⊆ P ). To get more intuition, notice that a wall W can occur in several ways from the elementary
wall W̄ , depending on the way the edges in the perimeter of W̄ are subdivided. Each of them gives
a different selection (P, C) of pegs and corners of W.

We say that W is a flat r-wall of G if there is a separation (X, Y ) of G and a choice (P, C) of
pegs and corners for W such that:

• V (W ) ⊆ Y,

• P ⊆ X ∩ Y ⊆ V (D(W )), and

• if Ω is the cyclic ordering of the vertices X ∩ Y as they appear in D(W ), then there exists an
Ω-rendition (Γ, σ, π) of G[Y ].

We say that W is a flat wall of G if it is a flat r-wall for some odd integer r ≥ 3.

Flatness pairs. Given the above, we say that the choice of the 7-tuple R = (X, Y, P, C, Γ, σ, π)
certifies that W is a flat wall of G. We call the pair (W,R) a flatness pair of G and define the
height of the pair (W,R) to be the height of W. We use the term cell of R in order to refer to the
cells of Γ.

We call the graph G[Y ] the R-compass of W in G, denoted by CompassR(W ). It is easy to see
that there is a connected component of CompassR(W ) that contains the wall W as a subgraph. We
can assume that CompassR(W ) is connected, updating R by removing from Y the vertices of all
the connected components of CompassR(W ) except of the one that contains W and including them
in X (Γ, σ, π can also be easily modified according to the removal of the aforementioned vertices
from Y ). We define the flaps of the wall W in R as FlapsR(W ) := {σ(c) | c ∈ C(Γ)}. Given a flap
F ∈ FlapsR(W ), we define its base as ∂F := V (F )∩π(N(Γ)). A cell c of R is untidy if π(c̃) contains
a vertex x of W such that two of the edges of W that are incident to x are edges of σ(c). Notice
that if c is untidy then |c̃| = 3. A cell c of R is tidy if it is not untidy. The notion of tidy/untidy cell
as well as the notions that we present in the rest of this subsection have been introduced in [82].
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Cell classification. Given a cycle C of CompassR(W ), we say that C is R-normal if it is not a
subgraph of a flap F ∈ FlapsR(W ). Given an R-normal cycle C of CompassR(W ), we call a cell c

of R C-perimetric if σ(c) contains some edge of C. Since every C-perimetric cell c contains some
edge of C and |∂σ(c)| ≤ 3, we observe the following.
Observation 2. For every pair (C, C ′) of R-normal cycles of CompassR(W ) such that V (C)∩V (C ′) =
∅, there is no cell of R that is both C-perimetric and C ′-perimetric.

Notice that if c is C-perimetric, then c̃ contains two points p, q ∈ N(Γ) such that π(p) and π(q)
are vertices of C where one, say P in

c , of the two (π(p), π(q))-subpaths of C is a subgraph of σ(c)
and the other, denoted by P out

c , (π(p), π(q))-subpath contains at most one vertex of σ(c) that is
internal to P out

c and which, if it exists, must be the (unique) vertex z in ∂σ(c) \ {π(p), π(q)}. We
pick a (p, q)-arc Ac in ĉ := c ∪ c̃ such that π−1(z) ∈ Ac if and only if P in

c contains the vertex z as
an internal vertex.

We consider the simple closed curve KC = ⋃⋃⋃⋃⋃⋃⋃⋃⋃
{Ac | c is a C-perimetric cell of R} and we denote

by ∆C the closed disk bounded by KC that is contained in ∆. A cell c of R is called C-internal
if c ⊆ ∆C and is called C-external if ∆C ∩ c = ∅. Notice that the cells of R are partitioned into
C-internal, C-perimetric, and C-external cells.

Let c be a tidy C-perimetric cell of R where |c̃| = 3. Notice that c\Ac has two arcwise-connected
components and one of them is an open disk Dc that is a subset of ∆C . If the closure Dc of Dc

contains only two points of c̃ then we call the cell c C-marginal. We refer the reader to [82] for
figures illustrating the above notions.

Influence. For every R-normal cycle C of CompassR(W ) we define the set

InfluenceR(C) = {σ(c) | c is a cell of R that is not C-external}.

A wall W ′ of CompassR(W ) is R-normal if D(W ′) is R-normal. Notice that every wall of W (and
hence every subwall of W ) is an R-normal wall of CompassR(W ). We denote by SR(W ) the set of all
R-normal walls of CompassR(W ). Given a wall W ′ ∈ SR(W ) and a cell c of R, we say that c is W ′-
perimetric/internal/external/marginal if c is D(W ′)-perimetric/internal/external/marginal, respec-
tively. We also use KW ′ , ∆W ′ , InfluenceR(W ′) as shortcuts for KD(W ′), ∆D(W ′), InfluenceR(D(W ′)),
respectively.

Regular flatness pairs. We call a flatness pair (W,R) of a graph G regular if none of its cells
is W -external, W -marginal, or untidy.

Tilts of flatness pairs. Let (W,R) and (W̃ ′, R̃′) be two flatness pairs of a graph G and let
W ′ ∈ SR(W ). We assume that R = (X, Y, P, C, Γ, σ, π) and R̃′ = (X ′, Y ′, P ′, C ′, Γ′, σ′, π′). We say
that (W̃ ′, R̃′) is a W ′-tilt of (W,R) if

• R̃′ does not have W̃ ′-external cells,

• W̃ ′ is a tilt of W ′,

• the set of W̃ ′-internal cells of R̃′ is the same as the set of W ′-internal cells of R and their
images via σ′ and σ are also the same,
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• CompassR̃′(W̃ ′) is a subgraph of ⋃⋃⋃⋃⋃⋃⋃⋃⋃
InfluenceR(W ′), and

• if c is a cell in C(Γ′) \ C(Γ), then |c̃| ≤ 2.

The next observation follows from the third item above and the fact that the cells corresponding
to flaps containing a central vertex of W ′ are all internal (recall that the height of a wall is always
at least three).
Observation 3. Let (W,R) be a flatness pair of a graph G and W ′ ∈ SR(W ). For every W ′-tilt
(W̃ ′, R̃′) of (W,R), the central vertices of W ′ belong to the vertex set of CompassR̃′(W̃ ′).

Also, given a regular flatness pair (W,R) of a graph G and a W ′ ∈ SR(W ), for every W ′-tilt
(W̃ ′, R̃′) of (W,R), by definition, none of its cells is W̃ ′-external, W̃ ′-marginal, or untidy – thus,
(W̃ ′, R̃′) is regular. Therefore, regularity of a flatness pair is a property that its tilts “inherit”.
Observation 4. If (W,R) is a regular flatness pair of a graph G, then for every W ′ ∈ SR(W ), every
W ′-tilt of (W,R) is also regular.

We next present the two main results of [82]. In fact, in [82] we provide two algorithms that,
given a flatness pair (W,R) of a graph G, compute a W ′-tilt of (W,R), for some given subwall W ′

of W, and a regular flatness pair of G, respectively. Here, we use the non-algorithmic version of
these results.

Proposition 5. Let G be a graph and (W,R) be a flatness pair of G. For every wall W ′ ∈ SR(W ),
there is a flatness pair (W̃ ′, R̃′) that is a W ′-tilt of (W,R).

Proposition 6. Let G be a graph and (W,R) be a flatness pair of G. There is a regular flatness
pair (W ⋆,R⋆) of G, with the same height as (W,R), such that CompassR⋆(W ⋆) ⊆ CompassR(W ).

We conclude this subsection with the Flat Wall Theorem and, in particular, the version proved
by Chuzhoy [16], restated in our framework (see [82, Proposition 7]).

Proposition 7. There exist two functions f2 : N → N and f3 : N → N, where the images of f2 are
odd numbers, such that if r ∈ N≥3 is an odd integer, t ∈ N≥1, G is a graph that does not contain
Kt as a minor, and W is an f2(t) · r-wall of G, then there is a set A ⊆ V (G) with |A| ≤ f3(t) and
a flatness pair (W̃ ′, R̃′) of G \ A of height r. Moreover, f2(t) = O(t2) and f3(t) = t − 5.

2.5 Homogeneous walls

We first present some definitions on boundaried graphs and folios that will be used to define the
notion of homogeneous walls. Following this, we present some results concerning homogeneous
walls that are key ingredients in our proofs.

Boundaried graphs. Let t ∈ N. A t-boundaried graph is a triple G = (G, B, ρ) where G is a
graph, B ⊆ V (G), |B| = t, and ρ : B → [t] is a bijection. We call B the boundary of G and the
vertices of B the boundary vertices of G. For B′ ⊆ B, we define the bijection ρ[B′] : B′ → [|B′|]
such that for every v ∈ B′, ρ[B′](v) = |{u ∈ B′ | ρ(u) ≤ ρ(v)}|. Also, for S ⊆ V (G), we denote
by G \ S the t-boundaried graph (G \ S, B \ S, ρ[B \ S]). We say that G1 = (G1, B1, ρ1) and
G2 = (G2, B2, ρ2) are isomorphic if there is an isomorphism from G1 to G2 that extends the
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bijection ρ−1
2 ◦ ρ1. The triple (G, B, ρ) is a boundaried graph if it is a t-boundaried graph for some

t ∈ N. As in [74] (see also [8]), we define the detail of a boundaried graph G = (G, B, ρ) as
detail(G) := max{|E(G)|, |V (G) \ B|}. We denote by B(t) the set of all (pairwise non-isomorphic)
t-boundaried graphs and by B(t)

ℓ the set of all (pairwise non-isomorphic) t-boundaried graphs with
detail at most ℓ. We also set B = ⋃

t∈N B(t).

Topological minors of boundaried graphs. We say that (M, T ) is a tm-pair if M is a graph,
T ⊆ V (M), and all vertices in V (M) \ T have degree two. We denote by diss(M, T ) the graph
obtained from M by dissolving all vertices in V (M)\T. A tm-pair of a graph G is a tm-pair (M, T )
where M is a subgraph of G. We call the vertices in T branch vertices of (M, T ). We need to
deal with topological minors for the notion of homogeneity defined below, on which the statement
of [8, Theorem 5.2] relies. This result will be crucial in the proof of Corollary 17.

If M = (M, B, ρ) ∈ B and T ⊆ V (M) with B ⊆ T, we call (M, T ) a btm-pair and we define
diss(M, T ) = (diss(M, T ), B, ρ). Note that we do not permit dissolution of boundary vertices, as
we consider all of them to be branch vertices. If G = (G, B, ρ) is a boundaried graph and (M, T )
is a tm-pair of G where B ⊆ T, then we say that (M, T ), where M = (M, B, ρ), is a btm-pair of
G = (G, B, ρ). Let G1, G2 be two boundaried graphs. We say that G1 is a topological minor of
G2, denoted by G1 ⪯tm G2, if G2 has a btm-pair (M, T ) such that diss(M, T ) is isomorphic to G1.

Folios. Given a G ∈ B and a positive integer ℓ, we define the ℓ-folio of G as

ℓ-folio(G) = {G′ ∈ B | G′ ⪯tm G and G′ has detail at most ℓ}.

The number of distinct ℓ-folios of t-boundaried graphs is indicated in the following result, proved
first in [9] and used also in [8].

Proposition 8. There exists a function f4 : N2 → N such that for every t, ℓ ∈ N, |{ℓ-folio(G) |
G ∈ B(t)

ℓ }| ≤ f4(t, ℓ). Moreover, f4(t, ℓ) = 22O((t+ℓ)·log(t+ℓ))
.

Augmented flaps. Let G be a graph, A be a subset of V (G) of size a, and (W,R) be a flatness
pair of G \ A. For each flap F ∈ FlapsR(W ) we consider an injective labeling λF : ∂F → {1, 2, 3}
such that the set of labels assigned by λF to ∂F is one of {1}, {1, 2}, {1, 2, 3}. Also, let ã ∈ [a]. For
every set Ã ∈

(A
ã

)
, we consider a bijection ρÃ : Ã → [ã]. The labelings in L = {λF | F ∈ FlapsR(W )}

and the labelings in {ρÃ | Ã ∈
(A

ã

)
} will be useful for defining a set of boundaried graphs that we

will call augmented flaps. We first need some more definitions.
Given a flap F ∈ FlapsR(W ), we define an ordering Ω(F ) = (x1, . . . , xq), with q ≤ 3, of the

vertices of ∂F so that

• (x1, . . . , xq) is a counter-clockwise cyclic ordering of the vertices of ∂F as they appear in the
corresponding cell of C(Γ). Notice that this cyclic ordering is significant only when |∂F | = 3,

in the sense that (x1, x2, x3) remains invariant under shifting, i.e., (x1, x2, x3) is the same as
(x2, x3, x1) but not under inversion, i.e., (x1, x2, x3) is not the same as (x3, x2, x1), and

• for i ∈ [q], λF (xi) = i.
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Notice that the second condition is necessary for completing the definition of the ordering Ω(F ),
and this is the reason why we set up the labelings in L.

For each set Ã ∈
(A

ã

)
and each F ∈ FlapsR(W ) with tF := |∂F |, we fix ρF : ∂F → [ã + 1, ã + tF ]

such that (ρ−1
F (ã + 1), . . . , ρ−1

F (ã + tF )) = Ω(F ). Also, we define the boundaried graph

FÃ := (G[Ã ∪ F ], Ã ∪ ∂F, ρÃ ∪ ρF )

and we denote by F Ã the underlying graph of FÃ. We call FÃ an Ã-augmented flap of the flatness
pair (W,R) of G \ A in G.

Palettes and homogeneity. For each R-normal cycle C of CompassR(W ) and each set Ã ∈ 2A,

we define (Ã, ℓ)-palette(C) = {ℓ-folio(FÃ) | F ∈ InfluenceR(C)}. Given a set Ã ∈ 2A, we say that
the flatness pair (W,R) of G \ A is ℓ-homogeneous with respect to Ã if every internal brick of W

has the same (Ã, ℓ)-palette (seen as a cycle of CompassR(W )). Also, given a collection S ⊆ 2A, we
say that the flatness pair (W,R) of G \ A is ℓ-homogeneous with respect to S if it is ℓ-homogeneous
with respect to every Ã ∈ S.

The following observation is a consequence of the fact that, given a wall W and a subwall W ′

of W, every internal brick of a tilt W ′′ of W ′ is also an internal brick of W.

Observation 9. Let ℓ ∈ N, G be a graph, A ⊆ V (G), S ⊆ 2A, and (W,R) be a flatness pair of
G \ A. If (W,R) is ℓ-homogeneous with respect to S, then for every subwall W ′ of W, every W ′-tilt
of (W,R) is also ℓ-homogeneous with respect to S.

Let a, ã, ℓ ∈ N, where ã ≤ a. Also, let G be a graph, A be a subset of V (G) of size at most
a, and (W,R) be a flatness pair of G \ A. For every flap F ∈ FlapsR(W ), we define the function
var(A,ã,ℓ)

F :
( A

≤ã

)
→ {ℓ-folio(G) | G ∈

⋃
i∈[ã+3] B(i)} that maps each set Ã ∈

( A
≤ã

)
to the set ℓ-folio(FÃ).

We next provide an upper bound to the number of different ℓ-folios of the augmented flaps of
a flatness pair (W,R).

Lemma 10. There exists a function f5 : N3 → N such that if a, ã, ℓ ∈ N, where ã ≤ a, G is a
graph, A is a subset of V (G) of size at most a, and (W,R) is a flatness pair of G \ A, then

|{var(A,ã,ℓ)
F | F ∈ FlapsR(W )}| ≤ f5(a, ã, ℓ).

Moreover, f5(a, ã, ℓ) = 2aã·2O((ã+ℓ)·log(ã+ℓ))
.

The proof of Lemma 10 follows directly from Proposition 8 combined with the fact that there
are O(|A|ã) elements in

( A
≤ã

)
.

Lemma 10 allows us to define an injective function σ : {var(A,ã,ℓ)
F | F ∈ FlapsR(W )} →

[f5(a, ã, ℓ)] that maps each function in {var(A,ã,ℓ)
F | F ∈ FlapsR(W )} to an integer in [f5(a, ã, ℓ)].

Using σ, we define a function ζA,ã,ℓ : FlapsR(W ) → [f5(a, ã, ℓ)], that maps each flap F ∈ FlapsR(W )
to the integer σ(var(A,ã,ℓ)

F ). In [82], given a w ∈ N, the notion of homogeneity is defined with respect
to a flap-coloring ζ of (W,R) with w colors, that is a function from FlapsR(W ) to [w]. This func-
tion gives rise to the ζ-palette of each R-normal cycle of CompassR(W ) which, in turn, is used to
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define the notion of a ζ-homogeneous flatness pair. Hence, using the terminology of [82], ζA,ã,ℓ is a
flap-coloring of (W,R) with f5(a, ã, ℓ) colors, that “colors” each flap F ∈ FlapsR(W ) by mapping it
to the integer σ(var(A,ã,ℓ)

F ), and the notion of ℓ-homogeneity with respect to
( A

≤ã

)
defined here can

be alternatively interpreted as ζA,ã,ℓ-homogeneity. The following result, which is the application
of a result of Sau et al. [82, Lemma 12] for the flap-coloring ζA,ã,ℓ, provides the conditions that
guarantee the existence of a homogeneous flatness pair “inside” a given flatness pair of a graph.

Proposition 11. There exists a function f6 : N4 → N, whose images are odd integers, such that
for every odd integer r ≥ 3, every a, ã, ℓ ∈ N where ã ≤ a, if G is a graph, A is a subset of V (G)
of size at most a, and (W,R) is a flatness pair of G \ A of height f6(r, a, ã, ℓ), then W contains
some subwall W ′ of height r such that every W ′-tilt of (W,R) is ℓ-homogeneous with respect to( A

≤ã

)
. Moreover, f6(r, a, ã, ℓ) = O(rf5(a,ã,ℓ)).

3 Obstructions have small treewidth

The goal of this section is to provide an upper bound on the treewidth of every graph in
obs(Ak(excl(F))), stated in Lemma 19. In order to prove this, in Subsection 3.1, we define
the notion of a canonical partition of a graph with respect to a flatness pair and provide some
additional results (Lemma 12 and Lemma 13) that will be useful in the proof of Lemma 19. Also,
in Subsection 3.2 we argue how to detect an irrelevant vertex inside a homogeneous flatness pair of
“big enough” height. The proof of Lemma 19 is finally presented in Subsection 3.3. The proof of
Lemma 13 is postponed to Section 5.

3.1 Results on canonical partitions

Canonical partitions. Let r ≥ 3 be an odd integer, let W be an r-wall, and let P1, . . . , Pr (resp.
L1, . . . , Lr) be its vertical (resp. horizontal) paths. For every even (resp. odd) i ∈ [2, r − 1] and
every j ∈ [2, r − 1], we define A(i,j) to be the subpath of Pi that starts from a vertex of Pi ∩ Lj

and finishes at a neighbor of a vertex in Lj+1 (resp. Lj−1), such that Pi ∩ Lj ⊆ A(i,j) and A(i,j)

does not intersect Lj+1 (resp. Lj−1). Similarly, for every i, j ∈ [2, r − 1], we define B(i,j) to be the
subpath of Lj that starts from a vertex of Pi ∩ Lj and finishes at a neighbor of a vertex in Pi−1,

such that Pi ∩ Lj ⊆ A(i,j) and A(i,j) does not intersect Pi−1.

For every i, j ∈ [2, r − 1], we denote by Z(i,j) the graph A(i,j) ∪ B(i,j) and by Zext the graph
W \

⋃
i,j∈[2,r−1] Zi,j . Now consider the collection Q = {Zext} ∪ {Zi,j | i, j ∈ [2, r − 1]} and observe

that the graphs in Q are connected subgraphs of W and their vertex sets form a partition of V (W ).
We call Q the canonical partition of W. Also, we call every Zi,j , for i, j ∈ [2, r − 1], an internal bag
of Q, while we refer to Zext as the external bag of Q. See Figure 2 for an illustration of the notions
defined above.

Let (W,R) be a flatness pair of a graph G. Consider the canonical partition Q of W. We enhance
the graphs of Q so to include in them all the vertices of G by applying the following procedure.
We set Q̃ := Q and, as long as there is a vertex x ∈ V (CompassR(W )) \ V (⋃⋃⋃⋃⋃⋃⋃⋃⋃Q̃) that is adjacent
to a vertex of a graph Z ∈ Q̃, update Q̃ := Q̃ \ {Z} ∪ {Z̃}, where Z̃ = CompassR(W )[{x} ∪ V (Z)].
Since CompassR(W ) is a connected graph, in this way we define a partition of the vertices of
CompassR(W ) into subsets inducing connected graphs. We call the Z̃ ∈ Q̃ that contains Zext as
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Figure 2: A 5-wall and its canonical partition Q. The orange bag is the external bag Zext.

a subgraph the external bag of Q̃, and we denote it by Z̃ext, while we call internal bags of Q̃ all
graphs in Q̃ \ {Z̃ext}. Moreover, we enhance Q̃ by adding all vertices of G \ V (CompassR(W ) in
its external bag, i.e., by updating Z̃ext := G[V (Z̃ext) ∪ V (G \ V (CompassR(W ))]. We call such a
partition Q̃ a (W,R)-canonical partition of G. Notice that a (W,R)-canonical partition of G is not
unique (since the sets in Q can be “expanded” arbitrarily when introducing vertex x). We stress
that every internal bag of a (W,R)-canonical partition of G contains vertices of exactly four bricks
of W.

Let (W,R) be a flatness pair of a graph G of height r, for some odd r ≥ 3, and let Q̃ be a
(W,R)-canonical partition of G. For every i ∈ [(r−1)/2], we say that a graph Z ∈ Q̃ is an i-internal
bag of Q̃ if V (Z) does not contain any vertex of the first i layers of W. Notice that the 1-internal
bags of Q̃ are the internal bags of Q̃.

The next result intuitively states that, given a flatness pair (W,R) of “big enough” height and
a (W,R)-canonical partition Q̃ of G, we can find a “packing” of subwalls of W that are inside some
central part of W and such that the vertex set of every internal bag of Q̃ intersects the vertices of
the flaps in the influence of at most one of these walls.

Lemma 12. There exists a function f7 : N3 → N such that if p, l ∈ N≥1, x ∈ N≥3 is an odd integer,
G is a graph, (W,R) is a flatness pair of G of height at least f7(l, x, p), and Q̃ is a (W,R)-canonical
partition of G, then there is a collection W = {W1, . . . , Wl} of x-subwalls of W such that

• for every i ∈ [l], ⋃⋃⋃⋃⋃⋃⋃⋃⋃
InfluenceR(Wi) is a subgraph of

⋃⋃⋃⋃⋃⋃⋃⋃⋃
{Z | Z is a p-internal bag of Q̃} and

• for every i, j ∈ [l] with i ̸= j, there is no internal bag of Q̃ that has vertices of both
V (⋃⋃⋃⋃⋃⋃⋃⋃⋃InfluenceR(Wi)) and V (⋃⋃⋃⋃⋃⋃⋃⋃⋃InfluenceR(Wj)).

Moreover, f7(l, x, p) = O(
√

l · x + p) and W can be constructed in time O(n + m).

Proof. We set r = odd(⌈
√

l · (x + 2)⌉) and f7(l, x, p) = r + 2(p + 1). Recall that W (r) is the
central r-subwall of W. Since W has height r + 2(p + 1), W (r) does not intersect the first (p + 1)
layers of W, and therefore V (⋃⋃⋃⋃⋃⋃⋃⋃⋃InfluenceR(W (r))) does not contain any vertex of the first p layers
of W. This implies that ⋃⋃⋃⋃⋃⋃⋃⋃⋃

InfluenceR(W (r)) is a subgraph of ⋃⋃⋃⋃⋃⋃⋃⋃⋃
{Z | Z is a p-internal bag of Q̃}.

Also, since r ≥ ⌈
√

l · (x + 2)⌉, there exists a collection W̄ = {W̄1, . . . , W̄l} of (x + 2)-subwalls of
W (r) (that are also subwalls of W ), such that for every i ∈ [l], ⋃⋃⋃⋃⋃⋃⋃⋃⋃

InfluenceR(W̄i) is a subgraph
of ⋃⋃⋃⋃⋃⋃⋃⋃⋃

InfluenceR(W (r)) and for every i, j ∈ [l] with i ̸= j, the vertex set of ⋃⋃⋃⋃⋃⋃⋃⋃⋃
InfluenceR(W̄i) and

the vertex set of ⋃⋃⋃⋃⋃⋃⋃⋃⋃
InfluenceR(W̄j) are disjoint. To see why the latter holds, notice that, due to

Observation 2, there are no cells of R that are both W̄i-perimetric and W̄j-perimetric.
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Notice now that there may exist an internal bag Z ∈ Q̃ such that V (Z) intersects both
V (⋃⋃⋃⋃⋃⋃⋃⋃⋃InfluenceR(W̄i)) and V (⋃⋃⋃⋃⋃⋃⋃⋃⋃InfluenceR(W̄j)), for some i, j ∈ [l]. To tackle this, for every i ∈ [l]
we set Wi to be the central x-subwall of W̄i and observe that, for every i, j ∈ [l] with i ̸= j,

if there exists an internal bag Z ∈ Q̃ such that V (Z) intersects both V (⋃⋃⋃⋃⋃⋃⋃⋃⋃InfluenceR(Wi)) and
V (⋃⋃⋃⋃⋃⋃⋃⋃⋃InfluenceR(Wj)), then Z contains vertices of more than four bricks of W, that is a contradiction
to the definition of the canonical partition. Thus, the collection W = {W1, . . . , Wl} is the desired
one.

The next result provides the conditions to detect a vertex set that should necessarily intersect
every set S ⊆ V (G) of size at most k such that G \ S ∈ excl(F). In other words, given a graph
G, a set A ⊆ V (G), and a (W,R)-canonical partition Q̃ of G \ A, for some flatness pair (W,R) of
G \ A, we provide the conditions for a set of vertices in A with “big enough” degree with respect to
the bags of Q̃ to intersect every set S ⊆ V (G) of size at most k such that G \ S ∈ excl(F). Recall
that aF is the minimum apex number of a graph in F .

In fact, we present an even more general formulation that will be needed in future work. Namely,
instead of considering a set S ⊆ V (G) of at most k vertices such that G \ S ∈ excl(F), we can be
more “flexible” on the “measure” required on the set S, and we can ask, instead of S having size
at most k, that S intersects at most k internal bags of every (W,R)-canonical partition of G \ A.

Lemma 13. There exist three functions f8, f9, f10 : N3 → N, such that if F is a finite collection
of graphs, G is a graph, k ∈ N, A is a subset of V (G), (W,R) is a flatness pair of G \ A of height
at least f8(aF , sF , k), Q̃ is a (W,R)-canonical partition of G \ A, A′ is a subset of vertices of A

that are adjacent, in G, to vertices of at least f9(aF , sF , k) f10(aF , sF , k)-internal bags of Q̃, and
|A′| ≥ aF , then for every set S ⊆ V (G) such that G \ S ∈ excl(F) and S intersects at most k

internal bags of every (W,R)-canonical partition of G \ A, it holds that S ∩ A′ ̸= ∅. Moreover,
f8(a, s, k) = O(2a · s2 · k2), f9(a, s, k) = O(2a · s3 · k3), and f10(a, s, k) = O((a2 + k) · s), where
a = aF and s = sF .

The proof of Lemma 13 is postponed to Section 5. The following corollary is an immediate
consequence of Lemma 13, since every set S ⊆ V (G) of size at most k clearly intersects at most k

internal bags of every (W,R)-canonical partition of G \ A.

Corollary 14. There exist three functions f8, f9, f10 : N3 → N, such that if F is a finite collection
of graphs, G is a graph, k ∈ N, A is a subset of V (G), (W,R) is a flatness pair of G\A of height at
least f8(aF , sF , k), Q̃ is a (W,R)-canonical partition of G\A, A′ is a subset of vertices of A that are
adjacent, in G, to vertices of at least f9(aF , sF , k) f10(aF , sF , k)-internal bags of Q̃, and |A′| ≥ aF ,

then for every set S ⊆ V (G) of size at most k such that G \ S ∈ excl(F) it holds that S ∩ A′ ̸= ∅.

Moreover, f8(a, s, k) = O(2a · s2 · k2), f9(a, s, k) = O(2a · s3 · k3), and f10(a, s, k) = O((a2 + k) · s),
where a = aF and s = sF .

We would like to comment that in the version of Corollary 14 used in [83], we write that
f8(a, s, k) = O(2a · s5/2 · k5/2). The “improved” function f8 that appears here does not imply any
improvement to the asymptotics of the running times of the algorithms in [83].
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3.2 Existence of an irrelevant wall inside a homogeneous flat wall

The irrelevant vertex technique was introduced in [74] for providing an FPT-algorithm for the
Disjoint Paths problem. Moreover, this technique has appeared to be quite versatile and is now
a standard tool of parameterized algorithm design (see e.g., [18, 86]).

The fact that in the compass of a “large enough” homogeneous flat wall there exists a flat wall
whose compass is irrelevant is asserted by Corollary 17 and this subsection is devoted to its proof.
We first give some additional definitions and present a result that we derive from [8].

Let G be a graph and let ℓ ∈ N. We say that a vertex set X ⊆ V (G) is ℓ-irrelevant if every
graph H with detail at most ℓ that is a minor of G is also a minor of G \ X.

We state the following result from [7] (see also [8]). In fact, Proposition 15 is stated in [7,
Theorem 23] for boundaried graphs. Proposition 15 is derived by the same proof if we consider
graphs with empty boundary.

Proposition 15. There exist two functions f11 : N3 → N and f12 : N2 → N, where the images
of f11 are odd numbers, such that, for every a, ℓ ∈ N, every odd q ∈ N≥3, and every graph G, if
A ⊆ V (G), where |A| ≤ a, and (W,R) is a regular flatness pair of G\A of height at least f11(a, ℓ, q)
that is f12(a, ℓ)-homogeneous with respect to A, then the vertex set of the compass of every W (q)-
tilt of (W,R) is ℓ-irrelevant. Moreover, it holds that f11(a, ℓ, q) = O((ful(16a + 12ℓ))3 + q) and
f12(a, ℓ) = a + ℓ + 3, where ful is the function of the Unique Linkage Theorem.

Based on the above result, we prove that, given a graph G, a set A ⊆ V (G), and a “big enough”
flatness pair (W,R) of G \ A that is homogeneous with respect to

( A
≤a

)
, for some integer a ≤ |A|,

there is a flatness pair that is a tilt of a central subwall of W and its compass is “irrelevant” to
the fact that G ∈ Ak(excl(F)). In the following result, we demand homogeneity with respect to( A

≤a

)
although, for the proofs of this paper, it would suffice to demand homogeneity with respect

to a set Ã ∈
( A

≤a

)
that “avoids” every set S ⊆ V (G) of at most k vertices such that |A \ S| ≤ a

and G \ S ∈ excl(F). We insist on this more general formulation because it is used in [83]. In fact,
we present an even more general formulation that will be needed in future work. Namely, instead
of considering a set S ⊆ V (G) of at most k vertices such that G \ S ∈ excl(F), we can be more
“flexible” on the “measure” required on the set S, and we can ask, instead of S having size at most
k, that S intersects at most k internal bags of every (W,R)-canonical partition of G \ A. Recall
that ℓF = max{detail(H) | H ∈ F}.

Lemma 16. There exists a function f13 : N4 → N, whose images are odd numbers, such that given
k, q, a ∈ N, with odd q ≥ 3, a finite collection F of graphs, a graph G, a subset A ⊆ V (G), and a
regular flatness pair (W,R) of G\A of height at least f13(a, ℓF , q, k) that is f12(a, ℓF )-homogeneous
with respect to

( A
≤a

)
, it holds that for every W (q)-tilt (W ′,R′) of (W,R) and for every set S ⊆ V (G)

that intersects at most k internal bags of every (W,R)-canonical partition of G \ A and |A \ S| ≤ a,
it holds that G \ S ∈ excl(F) if and only if G \ (S \ V (CompassR′(W ′))) ∈ excl(F). Moreover,
f13(a, ℓF , q, k) = O(k · f11(a, ℓF , q)).

Proof. Let z = f11(a, ℓF , q), r be the smallest odd integer that is not smaller than (k+1)·(z+2)+q,

and f13(a, ℓF , q, k) = r. We also set d := f12(a, ℓF ). Let G be a graph, A be a subset of V (G) of
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size at most a, and (W,R) be a regular flatness pair of G \ A of height at least f13(a, ℓF , q, k) that
is d-homogeneous with respect to

( A
≤a

)
.

For every i ∈ [r], we denote by Pi (resp. Qi) the i-th vertical (resp. horizontal) path of W. Let
z′ = z+1

2 and observe that, since the images of the function f11 of Proposition 15 are always odd
numbers, then z′ ∈ N. We also define, for every i ∈ [k + 1] the graph

Bi :=
⋃

j∈[z′−1]
Pj+(i−1)·z′ ∪

⋃
j∈[z′]

Pj+(k+1−i)·z′ ∪
⋃

j∈[z′−1]
Qj+(i−1)·z′ ∪

⋃
j∈[z′]

Qj+(k+1−i)·z′ .

For every i ∈ [k+1], we define Wi to be the graph obtained from Bi after repeatedly removing from
Bi all vertices of degree one (see Figure 3 for an example). Since z = 2z′ − 1, for every i ∈ [k + 1]
Wi is a z-subwall of W. For every i ∈ [k + 1], we set Li

inn to be the inner layer of Wi. Notice that
Li

inn, for i ∈ [k + 1], and D(W (q)) are R-normal cycles of CompassR(W ). We stress that, by the
definition of Wi’s, for every i ∈ [k + 1], V (Wi) does not intersect the vertices (j · z′)-th layer of W .
This implies that, for every i ∈ [k + 1] and for every (W,R)-canonical partition Q̃ of G \ A, there
is no bag of Q̃ that intersects both a vertex of Li

inn and of ⋃⋃⋃⋃⋃⋃⋃⋃⋃
InfluenceR(Wi). Intuitively, this means

that, in Figure 3, there is no bag of any (W,R)-canonical partition of G \ A that contains both
a vertex of the innermost orange layer and a vertex of a flap containing vertices of the outermost
blue layer.

Figure 3: A 15-wall and the 5-walls W1 and W2 as in the proof of Lemma 16, depicted in orange
and blue, respectively. The white vertices are subdivision vertices of the walls W1 and W2.

Let Q̃ be a (W,R)-canonical partition of G \ A. Let (Ŵ , R̂) be a W (q)-tilt of (W,R). We set
Y := V (CompassR̂(Ŵ ). By the definition of a tilt of a flatness pair, it holds that Y is a subgraph
of ⋃⋃⋃⋃⋃⋃⋃⋃⋃

InfluenceR(W (q)). Moreover, for every i ∈ [k], the fact that r ≥ (k + 1) · (z + 2) + q implies that⋃⋃⋃⋃⋃⋃⋃⋃⋃
InfluenceR(W (q)) is a subgraph of ⋃⋃⋃⋃⋃⋃⋃⋃⋃

InfluenceR(Li
inn). Hence, for every i ∈ [k + 1], we have that

Y is a subgraph of ⋃⋃⋃⋃⋃⋃⋃⋃⋃
InfluenceR(Li

inn).
Let S ⊆ V (G) that intersects at most k internal bags of Q̃. We aim to prove that G\S ∈ excl(F)

if and only if G\(S\Y ) ∈ excl(F). It is easy to see that if G\(S\Y ) ∈ excl(F), then G\S ∈ excl(F).
So, it remains to prove that, if G \ S ∈ excl(F), then G \ (S \ Y ) ∈ excl(F).

Suppose, towards a contradiction, that F ⪯m G \ (S \ Y ) and let H be a graph in F that is a
minor of G \ (S \ Y ). For every i ∈ [k + 1], let (W ′

i ,R
′
i) be a flatness pair of G \ A that is a Wi-tilt
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of (W,R) (which exists due to Proposition 5) and keep in mind that W ′
i has height z. Also, note

that, for every i ∈ [k + 1], Li
inn is the inner layer of W ′

i and therefore it is an R′
i-normal cycle of

CompassR′
i
(W ′

i ). Additionally, for every i ∈ [k + 1], (W ′
i ,R

′
i) is d-homogeneous with respect to 2A

due to Observation 9, and, due to Observation 4, (W ′
i ,R

′
i) is also regular.

For every i ∈ [k + 1], we set Di := V (CompassR′
i
(W ′

i )) \ V (⋃⋃⋃⋃⋃⋃⋃⋃⋃InfluenceR′
i
(Li

inn)) and observe
that, since every flap in FlapsR′

i
(W ′

i ) belongs to InfluenceR′
i−1

(W ′
i−1) and InfluenceR′

i−1
(W ′

i−1) ⊆
InfluenceR′

i
(Li

inn), the vertex sets Di, i ∈ [k + 1] are pairwise disjoint and no bag of Q̃ intersects
both Di and Dj , for every i, j ∈ [k + 1], i ̸= j. Therefore, since S intersects at most k internal bags
of Q̃, there exists a j ∈ [k + 1] such that S ∩ Dj = ∅. We set Sin := S ∩ V (CompassR′

j
(W ′

j)) and
Sout := S \ Sin and observe that Sin ⊆ V (⋃⋃⋃⋃⋃⋃⋃⋃⋃InfluenceR′

j
(Lj

inn)), while Sout ∩ V (CompassR′
j
(W ′

j)) = ∅.

It is also easy to see that S ∩ Y ⊆ Sin and therefore Sout ⊆ S \ Y.

Also, we set A′ := A \ Sout. Since (W ′
i ,R

′
i) is d-homogeneous with respect to

( A
≤a

)
and |A′| =

|A\Sout| ≤ a, and therefore A′ ∈
( A

≤a

)
, it follows that (W ′

i ,R
′
i) is d-homogeneous with respect to A′.

Since Sout ∩ V (CompassR′
j
(W ′

j)) = ∅, by removing the vertices of Sout from G, we obtain a flatness
pair (W ′

j ,R′′
j ) of (G \ Sout) \ A′, where, if R′

j = (X, Y, P, C, Γ, σ, π), then R′′
j is obtained from R′

j by
removing the set Sout from X. Notice that the R′′

j -compass and the R′
j-compass of W ′

j are identical,
which implies that (W ′

j ,R′′
j ) is a regular flatness pair of (G \ Sout) \ A′ that is d-homogeneous with

respect to A′. Also, recall that W ′
j has height z = f11(a, ℓF , q).

We are now in position to apply Proposition 15 on G\Sout, A′, and (W ′
j ,R′′

j ), which implies that
for every W

′(q)
j -tilt (W̃ , R̃) of (W ′

j ,R′′
j ), the vertex set of CompassR̃(W̃ ) is ℓF -irrelevant. Observe

that since H is a minor of G \ (S \ Y ) and Sout ⊆ S \ Y, H is also a minor of G \ Sout. This, in
addition to the fact that the vertex set of CompassR̃(W̃ ) is ℓF -irrelevant and H has detail at most
ℓF , implies that H is also a minor of G \ (Sout ∪ V (CompassR̃(W̃ ))).

Also, it is easy to observe that ⋃⋃⋃⋃⋃⋃⋃⋃⋃
InfluenceR′

j
(Lj

inn) is a subgraph of CompassR̃(W̃ ). Using the
fact that Sin ⊆ V (⋃⋃⋃⋃⋃⋃⋃⋃⋃InfluenceR′

j
(Lj

inn)) ⊆ V (CompassR̃(W̃ )), we derive that H is a minor of G \ (S ∪
V (CompassR̃(W̃ ))). Therefore H is a minor of G \ S, which contradicts the initial assumption that
G \ S ∈ excl(F).

The following corollary is an immediate consequence of Lemma 16, since every set S ⊆ V (G)
of size at most k clearly intersects at most k internal bags of every (W,R)-canonical partition of
G \ A.

Corollary 17. There exists a function f13 : N4 → N, whose images are odd numbers, such that
for every a, k ∈ N, every odd q ∈ N≥3, and every graph G, if A is a subset of V (G) of size at
most a and (W,R) is a regular flatness pair of G \ A of height at least f13(a, ℓF , q, k) that is
f12(a, ℓF )-homogeneous with respect to 2A, then for every W (q)-tilt (Ŵ , R̂) of (W,R), it holds that
G ∈ Ak(excl(F)) if and only if G \ V (CompassR̂(Ŵ )) ∈ Ak(excl(F)). Moreover, f13(a, ℓF , q, k) =
O(k · f11(a, ℓF , q)).

We will use a “light” version of Corollary 17, namely for q = 3. Combining it with Observation 3
we obtain a central vertex v ∈ V (G) of W (3) such that G ∈ Ak(excl(F)) if and only if G \ v ∈
Ak(excl(F)).
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Corollary 18. Let a, k ∈ N, G be a graph, A be a subset of V (G) of size at most a, and (W,R) be
a regular flatness pair of G \ A of height at least f13(a, ℓF , 3, k) that is f12(a, ℓF )-homogeneous with
respect to 2A. If v is a central vertex of W, then G ∈ Ak(excl(F)) if and only if G\v ∈ Ak(excl(F)).

3.3 Bounding the treewidth of an obstruction

We conclude this section by proving the following result that will be useful in the proof of Theorem 1.

Lemma 19. There exists a function f14 : N2 → N such that if F is a finite collection
of graphs and G ∈ obs(Ak(excl(F))), then tw(G) ≤ f14(aF , sF , k). Moreover, f14(a, s, k) =

2log(k·c)·2ka−1·2O(s2 log s)
, where a = aF , s = sF , c = ful(s2), and ful is the function of the Unique

Linkage Theorem.

In order to prove Lemma 19, we also need the following result of Kawarabayashi and
Kobayashi [51], that provides a linear relation between the treewidth and the height of a largest
wall in a minor-free graph.

Proposition 20. There exists a function f15 : N → N such that, for every t, r ∈ N and every
graph G that does not contain Kt as a minor, if tw(G) ≥ f15(t) · r then G contains an r-wall. In
particular, one may choose f15(t) = 2O(t2 log t).

We are now in position to prove Lemma 19.

Proof of Lemma 19. For simplicity, we use s, a, and ℓ instead of sF , aF , and ℓF , respectively. Keep
in mind that ℓ = O(s2). We set ã = a − 1,

b := f13(ã, ℓ, 3, k), d := f12(f3(s), ℓ), z := f3(s) + k + 1,

m := f8(a, s, k + 1), x := f9(a, s, k + 1), l := z · x,

p := f10(a, s, k + 1), h := f7(l, b, p), r := odd(max{m, h}),
w := f6(r, z, ã, d), q :=f2(s) · w, and f14(a, s, k) := f15(s) · q + k + 1.

It is easy to verify that f14(a, s, k) = 2log(k·c)·2ka−1·2O(s2 log s)
, where c = ful(s2) and ful is the function

of the Unique Linkage Theorem.
Suppose towards a contradiction that tw(G) > f14(a, s, k). Since G ∈ obs(Ak(excl(F))), there

exists a set S ⊆ V (G) such that |S| = k +1 and G\S ∈ excl(F). Therefore, G\S does not contain
Ks as a minor and tw(G\S) > f15(s) ·q, so, due to Proposition 20, G\S contains a q-wall W •. Since
q = f2(s) · w and G \ S does not contain Ks as a minor, by Proposition 7 there is set A ⊆ V (G \ S)
of size at most f3(s) and a flatness pair (Ŵ , R̂) of G \ (S ∪ A) of height w. By using Proposition 6,
we can obtain a regular flatness pair (Ŵ ′, R̂′) of G \ (S ∪ A) of height w. Since |S ∪ A| ≤ z and
(Ŵ ′, R̂′) is of height w = f6(r, z, ã, d), by Proposition 11 there exists a subwall Ŵ ′ of Ŵ of height
r such that every Ŵ ′-tilt of (Ŵ , R̂) is d-homogeneous with respect to

(S∪A
≤ã

)
. We consider a Ŵ ′-tilt

of (Ŵ , R̂), say (W,R), and keep in mind that it is a flatness pair of G \ (S ∪ A) of height r that is
d-homogeneous with respect to

(S∪A
≤ã

)
. Moreover, by Observation 4, (W,R) is regular.

Let Q̃ be a (W,R)-canonical partition of G \ (S ∪ A). Let

A⋆ = {v ∈ S ∪ A | v is adjacent, in G, to vertices of at least x p-internal bags of Q̃}.
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We consider a family W = {W1, . . . , Wl} of l b-subwalls of W such that for every i ∈ [l],⋃⋃⋃⋃⋃⋃⋃⋃⋃
InfluenceR(Wi) is a subgraph of ⋃⋃⋃⋃⋃⋃⋃⋃⋃

{Z | Z is a p-internal bag of Q̃} and for every i, j ∈ [l]
with i ̸= j, there is no internal bag Z ∈ Q̃ that contains vertices of both V (⋃⋃⋃⋃⋃⋃⋃⋃⋃InfluenceR(Wi))
and V (⋃⋃⋃⋃⋃⋃⋃⋃⋃InfluenceR(Wj)). The existence of W follows from the fact that r ≥ h = f7(l, b, p)
and Lemma 12. Notice that the set NG((S ∪ A) \ A⋆) intersects the vertex set at most
(x − 1) · |(S ∪ A) \ A⋆| ≤ (x − 1) · (f3(s) + k + 1) < l p-internal bags of Q̃. Hence, taking into
account the aforementioned properties of the walls W1, . . . , Wl, there exists an i ∈ [l] such that no
vertex in (S ∪ A) \ A⋆ is adjacent to vertices of ⋃⋃⋃⋃⋃⋃⋃⋃⋃

InfluenceR(Wi). In other words, if there exists a
vertex v ∈ V (⋃⋃⋃⋃⋃⋃⋃⋃⋃InfluenceR(Wi)) that is adjacent, in G, to a vertex u ∈ S ∪ A, then u ∈ A⋆.

Let v be a central vertex of Wi. Since G ∈ obs(Ak(excl(F))), it holds that G\v ∈ Ak(excl(F)).
Thus, there is a set S′ ⊆ V (G\v) of size k such that G\(S′ ∪{v}) ∈ excl(F). We set A⋆

hit = A⋆ ∩S′

and A⋆
free = A⋆ \ S′.

We claim that |A⋆
free| ≤ ã. To prove this, suppose to the contrary that |A⋆

free| > ã, or equivalently
|A⋆

free| ≥ a. We have that (W,R) is a flatness pair of G \ (S ∪ A) of height r ≥ m and A⋆
free is a

subset of S ∪ A such that every v ∈ A⋆
free is adjacent, in G, to vertices of at least x p-internal

bags of Q̃ and |A⋆
free| ≥ a, where m = f8(a, s, k + 1), x = f9(a, s, k + 1), and p = f10(a, s, k + 1).

Therefore, by Corollary 14 applied to F , G, k + 1, S ∪ A, (W,R), Q̃, and A⋆
free, it holds that every

set S ⊆ V (G) of size at most k + 1 such that G \ S ∈ excl(F) intersects A⋆
free. As S′ ∪ {v} has

size k + 1 and G \ (S′ ∪ {v}) ∈ excl(F), it follows that S′ intersects A⋆
free, a contradiction to the

definition of A⋆
free.

Let (W̃i, R̃i) be a Wi-tilt of (W,R), which exists due to Proposition 5. Since (W̃i, R̃i) is a Wi-tilt
of (W,R), CompassR̃i

(W̃i) is a subgraph of ⋃⋃⋃⋃⋃⋃⋃⋃⋃
InfluenceR(Wi). Consequently, if Ai is the set of vertices

in S ∪ A that are adjacent to vertices of CompassR̃i
(W̃i) in G, then Ai ⊆ A⋆. Let A′ = Ai ∩ A⋆

free
and notice that, if we remove the vertices of A⋆

hit from G, we can obtain a flatness pair (W̃i, R̃
′
i) of

(G \ A⋆
hit) \ A′, where, if R̃i = (X, Y, P, C, Γ, σ, π), then R̃′

i is obtained from R̃i by removing the set
A⋆

hit from X. Notice that CompassR̃i
(W̃i) = CompassR̃′

i
(W̃i). Moreover, since (W,R) is a flatness

pair of G \ (S ∪ A) that is d-homogeneous with respect to
(S∪A

≤ã

)
and W̃i is a tilt of a subwall of

W, by Observation 9 (W̃i, R̃
′
i) is also a flatness pair of G \ (S ∪ A) that is d-homogeneous with

respect to
(S∪A

≤ã

)
. The latter, together with the fact that |A′| ≤ |A⋆

free| ≤ ã, imply that (W̃i, R̃
′
i) is

a flatness pair of (G \ A⋆
hit) \ A′ that is d-homogeneous with respect to 2A′ (as 2A′ ⊆

(S∪A
≤ã

)
). Also,

since (W,R) is regular, by Observation 4 we have that (W̃i, R̃i) and therefore (W̃i, R̃
′
i) are regular

as well. Since |A′| ≤ ã and the height of (W̃i, R̃
′
i) is b = f13(ã, ℓ, 3, k), by Corollary 18 applied to

ã, k − |A⋆
hit|, G \ A⋆

hit, A′, and (W̃i, R̃
′
i), we conclude that G ∈ Ak(excl(F)), a contradiction to the

hypothesis that G ∈ obs(Ak(excl(F))).

4 From small treewidth to small order

In this section we aim to prove the following result that provides an upper bound, in terms of
treewidth, of the order of a graph in obs(Ak(excl(F)). Theorem 1 follows from Lemma 19 and
Lemma 21.

Lemma 21. There exists a function f16 : N2 → N such that if F is a finite collection of graphs and
G is a graph in obs(Ak(excl(F)) of treewidth tw, then |V (G)| ≤ f16(tw, ℓF ). Moreover, f16(tw, ℓ) =
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22O(q(ℓ)·tw3·log tw)
, where ℓ = ℓF , q(ℓ) = 222c22O(ℓ·log ℓ)

, c = ful(ℓ), and ful is the function of the Unique
Linkage Theorem.

In order to prove Lemma 21, in Subsection 4.1 we provide some useful definitions and preliminary
results on boundaried graphs, in Subsection 4.2 we define tree decompositions of boundaried graphs,
and, finally, in Subsection 4.3 we prove Lemma 21.

4.1 Representatives of boundaried graphs

Minors of boundaried graphs. We say that a t-boundaried graph G1 = (G1, B1, ρ1) is a minor
of a t-boundaried graph G2 = (G2, B2, ρ2), denoted by G1 ⪯m G2, if there is a sequence of removals
of non-boundary vertices, edge removals, and edge contractions in G2, not allowing contractions
of edges with both endpoints in B2, that transforms G2 to a boundaried graph that is isomorphic
to G1 (during edge contractions, boundary vertices persist). Note that this extends the usual
definition of minors in graphs without boundary.

Compatible boundaried graphs. We say that two boundaried graphs G1 = (G1, B1, ρ1) and
G2 = (G2, B2, ρ2) are compatible if ρ−1

2 ◦ ρ1 is an isomorphism from G1[B1] to G2[B2]. Given two
compatible boundaried graphs G1 = (G1, B1, ρ1) and G2 = (G2, B2, ρ2), we define G1 ⊕ G2 as the
graph obtained if we take the disjoint union of G1 and G2 and, for every i ∈ [|B1|], we identify
vertices ρ−1

1 (i) and ρ−1
2 (i).

Equivalent boundaried graphs and representatives. Given an h ∈ N and two boundaried
graphs G1 and G2, we say that G1 ⩽h G2 if G1 and G2 are compatible and, for every graph H

of detail at most h and every boundaried graph F that is compatible with G1 (and therefore with
G2 as well), it holds that

H ⪯m F ⊕ G1 ⇒ H ⪯m F ⊕ G2.

It is easy to observe the following.
Observation 22. If G1 ⪯m G2, then G1 ⩽h G2 for every h ∈ N.

Given h, t ∈ N, we say that two t-boundaried graphs G1 and G2 are h-equivalent, denoted by
G1 ≡h,t G2, if G1 ⩽h G2 and G2 ⩽h G1. Note that ≡h,t is an equivalence relation on B and
that only boundaried graphs with the same boundary size can be h-equivalent. A minimum-order
element of an equivalence class of ≡h,t is called representative of ≡h,t . For every t ∈ N, we define
a set of t-representatives for ≡h,t to be a collection containing a minimum-order representative for
each equivalence class of ≡h,t . Given t, h ∈ N, we denote by R(t)

h a set of t-representatives for ≡h,t .

We need the following result from [8].

Proposition 23. There exists a function f17 : N → N such that for every t ∈ N≥1, |R(t)
h | ≤

2f17(h)·t·log t. In particular, the relation ≡h,t partitions B(t) into 2f17(h)·t·log t equivalence classes.

Moreover, it holds that f17(h) = 222c22O(h·log h)

, where c = ful(h) and ful is the function of the
Unique Linkage Theorem.
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Characteristic of boundaried graphs. Let t, h ∈ N. We denote by Pt,h the set {(I, R) |
I ∈ 2[t] and R ∈ R(t−|I|)

h }. Given a k ∈ N and a pair (I, R) ∈ Pt,h, we define the function
pk,I,R : B(t) → [0, k + 1] such that for every t-boundaried graph G = (G, B, ρ),

pk,I,R(G) = min{|S| | S ⊆ V (G) of size at most k, ρ(S ∩ B) = I, and G \ S ⩽h R}.

If such a set S does not exist, we set pk,I,R(G) = k + 1. Also, we define the (k, h)-characteristic
function of the t-boundaried graph G to be the function char(k,h)

G : Pt,h → [0, k +1] that maps every
pair (I, R) ∈ Pt,h to the integer pk,I,R(G).

We now prove the following result.

Lemma 24. For every t, k, h ∈ N, if G1, G2 are two t-boundaried graphs such that G1 ⪯m G2,

then, for every (I, R) ∈ Pt,h, char(k,h)
G1

(I, R) ≤ char(k,h)
G2

(I, R).

Proof. Let G1 = (G1, B1, ρ1) and G2 = (G2, B2, ρ2) be two t-boundaried graphs such that G1 ⪯m
G2. Also, let (I, R) ∈ Pt,h and w = pk,I,R(G2). We will prove that pk,I,R(G1) ≤ w. In the case
where w = k + 1, the inequality holds trivially since, by definition, pk,I,R(G1) ∈ [0, k + 1]. Also,
w = 0 only if I = ∅, in which case the empty set is a certificate that pk,I,R(G2) = 0 and since,
due to Observation 22, G1 ⪯m G2 implies that G1 ⩽h G2, it holds that G1 ⩽h R and therefore
pk,I,R(G1) = 0. Thus, we can assume that w ∈ [k]. Let S be a subset of V (G2) of size w such that
ρ2(S ∩ B2) = I and G2 \ S ⩽h R. Let S′ be the subset of V (G1) obtained from S after applying
in G2 the operations that transform it to G1, i.e., the subset of V (G1) that contains the resulting
vertices after the contraction of edges with some endpoint in S and the vertices of S that are not
removed or whose incident edges are not contracted while transforming G2 to G1. On the one hand,
since B1 = B2, it holds that ρ1(S′ ∩ B1) = ρ2(S ∩ B2). On the other hand, G1 \ S′ ⪯m G2 \ S and
thus, due to Observation 22, G1 \ S′ ⩽h G2 \ S, which, in turn, implies that G1 \ S′ ⩽h R. Hence,
pk,I,R(G1) ≤ w = pk,I,R(G2).

Given x, y ∈ N, we set Sx,y to be the set of vectors of size y whose elements are in [x]. Given
an n ∈ N and two vectors v = (v1, . . . , vn) and v′ = (v′

1, . . . , v′
n), we say that v ≤ v′ (resp. v = v′)

if for every i ∈ [n], vi ≤ v′
i (resp. vi = v′

i). We say that a sequence V = ⟨v1, . . . , vm⟩ of vectors is
monotone if for every i, j ∈ [m] it holds that i ≤ j if and only if vi ≤ vj . It is easy to observe the
following.
Observation 25. Let m, x, y ∈ N. For every monotone sequence V = ⟨v1, . . . , vm⟩ of vectors in Sx,y,

if m ≥ x · y + 1 then there exists an i ∈ [m − 1] such that vi = vi+1.

We next prove that for every chain of “many enough” boundaried graphs that are ordered under
the minor relation, there exist two boundaried graphs that have the same characteristic function.

Lemma 26. There exists a function f18 : N2 → N such that for every k, t, h ∈ N, if G1, . . . , Gd

is a sequence of boundaried graphs where, for every i ∈ [d − 1], Gi ⪯m Gi+1 and d ≥ f18(k, t, h),
then there exists an i ∈ [d − 1] such that, for every (I, R) ∈ Pt,h, it holds that char(k,h)

Gi
(I, R) =

char(k,h)
Gi+1

(I, R). Moreover, f18(k, t, h) = k · 2O(f17(h)·t·log t).

Proof. We set y = |Pt,h| and f18(k, t, h) = (k + 2) · y + 1. By Proposition 23, we have that
y = 2O(f17(h)·t·log t). For every Gi, we set ci to be the vector corresponding to char(k,h)

Gi
and observe
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that it is a vector of size y whose coordinates are elements in [0, k + 1]. By Lemma 24, ⟨c1, . . . , cd⟩
is a monotone sequence and thus, by Observation 25, since d ≥ (k + 2) · y + 1 there is an i ∈ [d − 1]
such that ci = ci+1.

4.2 Tree decompositions of boundaried graphs

In this subsection, we deal with tree decompositions of boundaried graphs.
Given a tree T and two distinct vertices a, b of V (T ), we denote by aTb the unique (a, b)-path

in T. Given a graph G and two sets X, Y ⊆ V (G), a collection of t vertex-disjoint paths between
X and Y is a set of t paths P1, . . . , Pt, where, for every i ∈ [t], one endpoint of Pi is in X and the
other is in Y and for every i, j ∈ [t], i ̸= j, V (Pi) ∩ V (Pj) = ∅.

Rooted trees. A rooted tree is a pair (T, r), where T is a tree and r ∈ V (T ). We call r the root
of T. Given two vertices a, b of T, we write a ≤(T,r) b to denote that a ∈ V (rTb) and, in this case,
we say that b is a descendant of a in (T, r). Given some q ∈ V (T ), we denote the set of descendants
of q in (T, r) as descT,r(q). The children of a vertex q ∈ V (T ) in (T, r) are the descendants of q in
(T, r) that are adjacent to q in T. A rooted tree (T, r) is binary if every vertex of T has at most
two children.

Treewidth of boundaried graphs. Let G = (G, B, ρ) be a boundaried graph. A tree decom-
position of G is a triple (T, χ, r) where (T, χ) is a tree decomposition of G and r is a vertex of T

such that χ(r) = B. The width of (T, χ, r) is the width of (T, χ). The treewidth of a boundaried
graph G is the minimum width over all its tree decompositions and is denoted by tw(G).

Let G = (G, B, ρ) be a boundaried graph and (T, χ, r) be a tree decomposition of G. For every
q ∈ V (T ), we set Tq = T [descT,r(q)] and Gq = G[⋃w∈V (Tq) χ(w)]. Notice that if a, b ∈ V (T ) and
a ≤(T,r) b, then Gb is a subgraph of Ga. We also define the tq-boundaried graph Ḡq = (Ḡq, χ(q), ρq),
where Ḡq = G \ (V (Gq) \ χ(q)). Notice that Gq and Ḡq are compatible and Gq ⊕ Ḡq = G.

Our next step is to use a special type of tree decompositions, namely linked tree decompositions,
defined by Robertson and Seymour in [72]. Thomas in [87] proved that every graph G admits
a linked tree decomposition of width tw(G) (see also [10, 30]). By combining the result of [87]
and [15, Lemmas 4 and 6], we can consider tree decompositions as asserted in the following result.

Proposition 27. Let t ∈ N≥1. For every boundaried graph G = (G, B, ρ) of treewidth t − 1, there
exists a tree decomposition (T, χ, r) of G of width t − 1 such that

1. (T, r) is a binary tree,

2. for every a, b ∈ V (T ) where a is a child of b in (T, r), if |χ(a)| = |χ(b)| then Ga is a proper
subgraph of Gb, i.e., |V (Ga)| < |V (Gb)|,

3. for every s ∈ N and every pair u1, u2 ∈ V (T ), where u1 ≤(T,r) u2 and |χ(u1)| = |χ(u2)|, either
there is an internal vertex w of u1Tu2 such that |χ(w)| < s, or there exists a collection of s

vertex-disjoint paths in G between χ(u1) and χ(u2), and

4. |V (G)| ≤ t · |V (T )|.
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In fact, linked tree decompositions are defined as the tree decompositions satisfying only prop-
erty (3) [72,87]. In our proofs, we will need the extra properties (1), (2), and (4) that are provided
by [15, Lemmas 4 and 6].

4.3 Bounding the order of an obstruction of small treewidth

In this subsection, we prove Lemma 21. For this, we also need the following result (for a proof see
e.g. [42, Lemma 14]).

Proposition 28. Let r, m ∈ N≥1 and w be a word of length mr over the alphabet [r]. Then there
is a number k ∈ [r] and a subword u of w such that u contains only numbers not smaller than k

and u contains the number k at least m times.

Note that a word of length mr over the alphabet [r] can equivalently be seen as an element
of Sr,mr . We are now ready to prove Lemma 21.

Proof of Lemma 21. Let G ∈ obs(Ak(excl(F)). We set t := tw(G) + 1. For simplicity, we use ℓ

instead of ℓF . We set

d := f18(k, t, ℓ),

m := (2(t
2) + 1) · d,

x := mt, and
f16(t, ℓ) := t · 2x.

Suppose that |V (G)| > f16(t, ℓ). Let (T, χ) be a tree decomposition of G of width tw(G) and let
r ∈ V (T ). We consider the rooted tree (T, r) and we set B := χ(r) and a bijection ρ : B → [|B|].
We set G = (G, B, ρ) and observe that (T, χ, r) is a tree decomposition of G of width tw(G). Since
tw(G) = tw(G) = t − 1, by Proposition 27, there exists a tree decomposition (T, χ, r) of G of width
t − 1 such that Properties (1) to (4) are satisfied.

Since |V (G)| > f16(t, ℓ) = t · 2x, Property (4) implies that |V (T )| > 2x. Also, by Property (1),
(T, r) is a binary tree and therefore there exists a leaf u of T such that |V (rTu)| ≥ x. We set
ℓ := |V (rTu)|.

We set v1 = r and for every i ∈ [ℓ − 1], we set vi+1 to be the child of vi in (T, r) that belongs
to V (rTu). Keep in mind that vℓ = u. For every i ∈ [ℓ], we set ci := |χ(vi)| and observe that, since
(T, χ, r) has width t − 1, ci ∈ [t].

Let C be the word c1 · · · cx. Since x = mt and every ci ∈ [t], then, due to Proposition 28, there is
a t′ ∈ [t] and a subword C ′ of C such that, for every c in C ′, c ≥ t′ and there are at least m numbers
in C ′ that are equal to t′. Therefore, there exists a set {z1, . . . , zm} ⊆ V (T ) such that for every
i ∈ [2, m], zi is a descendant of zi−1 in (T, r), for every z′ ∈ V (z1Tzm) it holds that |χ(z′)| ≥ t′, and,
for every i ∈ [m], |χ(zi)| = t′. Hence, Property (3) of the tree decomposition (T, χ, r) of G implies
that there exists a collection P = {P1, . . . , Pt′} of t′ vertex-disjoint paths in G between χ(z1) and
χ(zm).

For every i ∈ [m], let ρi be the function mapping a vertex v in χ(zi) to the index of the path of
P it intersects, i.e., for every j ∈ [t′], if v is a vertex in V (Pj) ∩ χ(zi), where Pj ∈ P, then ρi(v) = j.

Also, for every i ∈ [m], let Gzi be the t′-boundaried graph (Gzi , χ(zi), ρi). Since, m = (2(t
2) + 1) · d,
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there is a set J ⊆ [m] of size d such that for every i, j ∈ J, the graph Gzi [χ(zi)] is isomorphic
to the graph Gzj [χ(zj)]. Therefore, for every i, j ∈ J, Gzi and Gzj are compatible. Furthermore,
observe that for every i, j ∈ J with i ≤ j, Gzi ⪯m Gzj . To see why this holds, for every i, j ∈ J

with i < j, let Pi,j be the collection of subpaths of P between the vertices of χ(zi) and χ(zj) and
consider the graph Gzi [χ(zi)] ∪

⋃⋃⋃⋃⋃⋃⋃⋃⋃
Pi,j ∪ Gzj , that is a subgraph of Gzi . By contracting the edges

in Pi,j , we obtain a boundaried graph isomorphic to Gzj . Also, recall that |J | = d = f18(k, t, ℓ).
Thus, by Lemma 26, there exist i, j ∈ J such that j is the smallest element in J that is greater
than i and char(k,ℓ)

Gzi
= char(k,ℓ)

Gzj
. For simplicity, we set a := zi and b := zj . Notice that, in G, by

contracting the edges of the paths in P and removing the vertices of Ga that are not vertices of
Gb, we obtain a graph isomorphic to Ḡa ⊕ Gb. Therefore, Ḡa ⊕ Gb is a minor of G. Furthermore,
|V (Ḡa ⊕ Gb)| < |V (G)|. To prove this, we argue that Gb is a proper subgraph of Ga. First recall
that for every y ∈ V (aTb), |χ(y)| ≥ t′. If there is a y ∈ V (aTb) such that |χ(y)| > t′, then there
is a vertex v ∈ χ(y) that is a vertex of V (Ga) \ V (Gb) and thus Gb is a proper subgraph of Ga,

while in the case where for every y ∈ V (aTb), |χ(y)| = t′, Property (2) implies that Gb is a proper
subgraph of Ga.

Let G′ = Ḡa ⊕ Gb. Since |V (G′)| < |V (G)|, G′ is a minor of G, and G ∈ obs(Ak(excl(F))),
it holds that G′ ∈ Ak(excl(F)). Therefore, there exists a set S ⊆ V (G′) of size k such that
G′ \ S ∈ excl(F). Let Sin = S ∩ V (Gb) and Sout = S \ Sin. We set IS := ρb(χ(b) ∩ Sin), R to be
the t′-boundaried graph in R(t′)

ℓ that is ℓ-equivalent to Gb \ Sin, and w := char(k,ℓ)
Gb

(IS , R). Observe
that w ∈ [|Sin|]. The fact that char(k,ℓ)

Ga
= char(k,ℓ)

Gb
implies that char(k,ℓ)

Gb
(IS , R) = w. Therefore,

there exists a set S′ ⊆ V (Ga) such that |S′| = w, ρa(χ(b) ∩ S′) = IS , and Ga \ S′ ⩽ℓ R. Since
R ≡ℓ,t′ Gb \ Sin, the fact that Ga \ S′ ⩽ℓ R implies that Ga \ S′ ⩽ℓ Gb \ Sin.

To conclude the proof, we argue that G \ (Sout ∪ S′) ∈ excl(F), which together with the
fact that |Sout ∪ S′| ≤ |S| = k implies that G ∈ Ak(excl(F)), a contradiction. Indeed, since
G \ (Sout ∪ S′) = (Ḡa \ Sout) ⊕ (Ga \ S′) and Ga \ S′ ⩽ℓ Gb \ Sin, every graph H ∈ F that is a
minor of (Ḡa \ Sout) ⊕ (Ga \ S′) is also a minor of (Ḡa \ Sout) ⊕ (Gb \ Sin) = G′ \ S. Consequently,
G′ \ S ∈ excl(F) implies that G \ (Sout ∪ S′) ∈ excl(F).

5 Proof of Lemma 13

In this section we prove a series of combinatorial results. In particular, in Subsection 5.1 we prove
a lemma (Lemma 29) that will be useful for the proof of Lemma 30, presented in Subsection 5.2.
The latter, together with a result proved in Subsection 5.3, imply Lemma 13.

5.1 Supporting combinatorial result

Given a (k ×r)-grid H with vertices (x, y) ∈ [k]× [r], and some i ∈ [k], the i-th vertical path of H is
the one whose vertices, in order of appearance, are (i, 1), (i, 2), . . . , (i, r). Also, given some j ∈ [r], the
j-th horizontal path of H is the one whose vertices, in order of appearance, are (1, j), (2, j), . . . , (k, j).

Given a (n × (2m + 1))-grid H, we refer to the (m + 1)-th horizontal path of H as the middle
horizontal path of H, which we denote by PH . Let (i, j, j′) ∈ [n] × [−m, m]2 with j ̸= j′. We denote
by Pi,j→j′ the subpath of the i-th vertical path of H starting from the vertex (i, m + 1 + j) and
finishing at (i, m + 1 + j′). Let (i, i′, j) ∈ [n]2 × [−m, m] with i ̸= i′. We denote by Pi→i′,j the
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subpath of the (m + 1 + j)-th horizontal path of H starting from the vertex (i, m + 1 + j) and
finishing at (i′, m + 1 + j). See Figure 4 for an illustration of the above definitions.

Figure 4: A (9 × 7)-grid H and the paths PH , P3,−2→2, and P4→8,1 (depicted in red, blue, and
orange, respectively).

Given a path P and three integers r, h, d ≥ 1, we say that a collection C of subsets of V (P )
is (r, h, d)-scattered in P, if C = {C1, . . . , Ch}, where for every i ∈ [h] Ci is a subset of V (P ) of
cardinality r, such that ∀i, j ∈ [h], Ci ∩ Cj = ∅ and ∀u, v ∈

⋃⋃⋃⋃⋃⋃⋃⋃⋃
i∈[h]Ci, distP (u, v) > d 5.

We use the term k-grid for the (k × k)-grid. We say that a graph is a partially triangulated
r-grid if it can be obtained from an r-grid after adding edges in a way that the remaining graph
remains planar. We extend all above definitions of vertical, horizontal, and middle horizontal path
of a grid to partially triangulated grids.

Panchromatic contractions. The purpose of this subsection and the next one is the proof of a
lemma (Lemma 30) on colored triangulated grids that, we believe, may have independent interest
and applications. Our purpose is to prove that for every k, if H is a big enough triangulated grid
whose vertices are coloured by some fixed set of colors, so that each color appears many enough
times in the sufficiently internal part of H, then H can be contracted to a triangulated k-grid R in
a way that each vertex of R is the result of a “panchromatic contraction”, in the sense that it is the
result of the contraction of vertices of all different colors. It also follows that the terms “big enough”,
“many enough”, and “sufficiently internal” are quantified by functions that are polynomial in k.

This result is the combinatorial core of the proof of Lemma 13 that will follow in Subsection 5.3.

The rest of this subsection is devoted to the proof of the following result, that intuitively states
that given a big-enough grid H and some colors for the vertices of the middle horizontal path of
H, if each color appears sufficiently many times in a scattered way, then we can contract H to a
large partially triangulated grid R in which each vertex carries all colors.

Lemma 29. There exist two functions f19 : N3 → N and f20 : N → N such that for every r, a, d ∈ N,

with d ≥ 2r2, if H is a partially triangulated (n × m)-grid with n ≥ f19(r, a, d) and m ≥ f20(r), and
C = {C1, . . . , Ca} is a collection of subsets of vertices of PH that is (r2, a, d)-scattered in PH , then
H contains as a contraction a partially triangulated r-grid R such that the model of each vertex of
R intersects every Ci, i ∈ [a]. Moreover, f19(r, a, d) = O(r2 · a · d) and f20(r) = O(r2).

5Given a graph G and two vertices u, v ∈ V (G), we define the distance between u and v in G, denoted by distG(u, v),
as the minimum number of edges in a path with u, v as its endpoints.
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Proof. Let r, a, d ∈ N such that d ≥ 2r2. We set f19(r, a, d) = r2 · a · (d + 1) and f20(r) = 2(r2 +
r + 1) + 1. Let H be a partially triangulated (n × m)-grid with n ≥ f19(r, a, d) and m ≥ f20(r),
and C = {C1, . . . , Ca} be a collection of subsets of vertices of PH that is (r2, a, d)-scattered in PH .

Notice that we ask n ≥ f19(r, a, d) = r2 · a · (d + 1), in order to allow the existence of the collection
C in PH . Also, keep in mind that the middle horizontal path PH of H is its ⌈m/2⌉-th horizontal
path.

We define a function p : ⋃⋃⋃⋃⋃⋃⋃⋃⋃
C → [n] that maps every vertex v ∈

⋃⋃⋃⋃⋃⋃⋃⋃⋃
C to an integer i ∈ [n] if v

belongs to the intersection of the i-th vertical path of H with PH . Intuitively, p(v) indicates the
position of vertex v on the middle horizontal path of H. Observe that since C is (r2, a, d)-scattered,
it follows that for every u, v ∈

⋃⋃⋃⋃⋃⋃⋃⋃⋃
C with u ̸= v, it holds that |p(u)−p(v)| > d. We define the relation

<p on the vertices of ⋃⋃⋃⋃⋃⋃⋃⋃⋃
C such that for every u, v ∈

⋃⋃⋃⋃⋃⋃⋃⋃⋃
C, u <p v if and only if p(u) < p(v). For every

i ∈ [a], we fix an ordering of the elements of Ci with respect to <p, i.e., Ci = {vi
1, . . . , vi

r2} where
for every j, j′ ∈ [r2], j < j′if and only if vi

j <p vi
j′ . Intuitively, we can see the set Ci as the vertices

in ⋃⋃⋃⋃⋃⋃⋃⋃⋃
C colored with color i and vi

j as the j-th vertex of color i that we encounter while traversing
PH from left to right.

We now aim to construct the vertices of the desired r-grid R. To do this, we define a collection
of pairwise vertex-disjoint trees that are subgraphs of H and every tree contains a vertex of every
Ci. The edges of each tree will be contracted to a single vertex that will be a vertex of R.

Towards this, we first consider a partition X1, . . . , Xr2 of ⋃⋃⋃⋃⋃⋃⋃⋃⋃
C such that for every j ∈ [r2],

Xj := {v1
j , . . . va

j }. Intuitively, each set Xj contains the j-th vertex (with respect to the ordering
defined by <p) of each color (i.e., of each Ci, i ∈ [a]). Observe that for every (i, j) ∈ [a] × [r2],
Ci ∩ Xj = {vi

j}. In the eventual grid R that will be constructed, the model of every vertex of the
grid will contain a unique set Xj and therefore, as each Xj intersects every Ci, the model of every
vertex of the grid R will intersect every Ci, i ∈ [a], as claimed.

For every j ∈ [r2], let xleft
j (resp. xright

j ) be the vertex in Xj such that for every x ∈ Xj , if
x ̸= xleft

j (resp. x ̸= xright
j ) then xleft

j <p x (resp. x <p xright
j ). For every j ∈ [r2], we set Tj to be the

graph
P

p(xleft
j )→p(xright

j ),j ∪ Pp(xleft
j ),j→r2+1 ∪ P

p(xright
j ),−(r2+1)→0 ∪

⋃
x∈V (Xj)

Pp(x),0→j .

Recall that PH is the ⌈m/2⌉-th horizontal path of H. We set sj = (p(xleft
j ), ⌈m/2⌉ + r2 + 1) and

tj = (p(xright
j ), ⌈m/2⌉ − (r2 + 1)). See Figure 5 for an illustration of the above definitions. Observe

that Tj is a tree whose leaves are the vertices in (Xj \ {xright
j }) ∪ {sj , tj}.
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PH

sj

v2
j = xleft

j v3
j v1

j v5
j v4

j = xright
j

tj

r2 + 1
j

r2 + 1

Figure 5: Visualization of the graph Tj (depicted in red) for h = 5.

We stress that we can construct the graphs Tj since m ≥ f20(r). Observe that every Tj is a
tree and for j ̸= j′, Tj and Tj′ are not necessarily vertex-disjoint. To get a collection of pairwise
vertex-disjoint trees, we have to resolve possible intersections.

Notice that if j < j′, then Tj intersects Tj′ only in the vertices (p(vi
j′), j), i ∈ [a] where vi

j′ <p

xright
j (see Figure 6). For every j ∈ [r2 − 1] we set

Ij = {h ∈ [n] | ∃(i, j′) ∈ [a] × [j + 1, r2] : h = p(vi
j′) ∧ vi

j′ <p xright
j )}.

Intuitively, these are the positions (in PH) of the vertices of every Tj′ , j′ > j that are on the left of
xright

j (see Figure 6). For every h ∈ Ij , we set hleft = h − (r2 − j), hright = h + r2 − j, and U j
h to be

PH v2
j v3

j v1
j v5

j v4
j

Tj

v2
j′ v3

j′ v1
j′ v5

j′ v4
j′

Tj′

v2
j′′ v3

j′′ v1
j′′ v5

j′′ v4
j′′

Tj′′

j j′ j′′

Figure 6: Visualization of the graphs Tj (depicted in red), Tj′ (depicted in blue), and
Tj′′ (depicted in green) for h = 5. Here, if we assume that j < j′ < j′′, then Ij =
{p(v2

j′), p(v2
j′′), p(v3

j′), p(v3
j′′), p(v1

j′), p(v1
j′′)}.

the graph depicted in Figure 7. More precisely,

U j
h = Phleft,−(r2−j)→j ∪ Phleft→hright,−(r2−j) ∪ Phright,−(r2−j)→j .
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PH

(hleft, ⌈m/2⌉) (h, ⌈m/2⌉) (hright, ⌈m/2⌉)j

r2 − j r2 − j r2 − j

Figure 7: Visualization of the graph U j
h. The vertices (hleft, ⌈m/2⌉), (h, ⌈m/2⌉), and (hright, ⌈m/2⌉)

are the vertices on the intersection of the path PH with the hleft-th, h-th, and hright-th vertical path
of H, respectively.

Also, we set T ⋆
j to be the graphTj \

⋃
h∈Ij

Phleft→hright,j

 ∪
⋃

h∈Ij

U j
h.

Observe that, since C is (r2, a, d)-scattered and d ≥ 2r2, T ⋆
1 , . . . , T ⋆

r2 are pairwise vertex-disjoint
trees each containing a vertex of every Ci, i ∈ [a]. Indeed, any possible intersection between, say Ti

and Tj , does not exist anymore when we reroute through the graphs U j
h, j ∈ [r2], h ∈ Ij . Moreover,

no new intersections are created by the addition of the graphs U j
h, since by the fact that C is

(r2, a, d)-scattered, d ≥ 2r2, and by the construction of U j
h, every two U j

h, U j′

h′ , with j ̸= j′ and
h ̸= h′, are disjoint. See Figure 8.

PH v2
j v3

j v1
j v5

j v4
j

T ⋆
j T ⋆

j′ Tj′′

Figure 8: The trees T ⋆
j (depicted in red), T ⋆

j′ (depicted in blue), and Tj′′ (depicted in green).

Towards the construction of the desired r-grid, we already mentioned that some trees would
be contracted to single vertices. These trees are T ⋆

j , j ∈ [r2]. Our aim now is to “connect” these
vertices, obtained by the contraction of each T ⋆

j , j ∈ [r2], in order to form the desired r-grid.
Recall that, for every j ∈ [r2], sj = (p(xleft

j ), ⌈m/2⌉+r2+1) and tj = (p(xright
j ), ⌈m/2⌉−(r2+1)).

For simplicity, we set l↑ = ⌈m/2⌉ + r2 + 1 and l↓ = ⌈m/2⌉ − (r2 + 1). Also, for every j ∈ [r2], we set
qleft

j = p(xleft
j ) and qright

j = p(xright
j ). Therefore, for every j ∈ [r2], sj = (qleft

j , l↑) and tj = (qright
j , l↓).
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Now, for every odd i ∈ [r − 1], we define L↑
i to be the graph⋃

j∈[r]

(
Pqleft

(i−1)·r+j
,l↑→l↑+j ∪ Pqleft

(i−1)·r+j
→qleft

(i+1)·r−j+1,l↑+j ∪ Pqleft
(i+1)·r−j+1,l↑→l↑+j

)
∪Pqleft

(i−1)·r+1→qleft
i·r ,l↑ ∪ Pqleft

i·r+1→qleft
(i+1)·r,l↑ .

Also, for every even i ∈ [r − 1], we define L↓
i to be the graph⋃

j∈[r]

(
P

qright
(i−1)·r+j

,l↓→l↓−j
∪ P

qright
(i−1)·r+j

→qright
(i+1)·r−j+1,l↓−j

∪ P
qright

(i+1)·r−j+1,l↓→l↓−j

)
∪P

qright
(i−1)·r+1→qright

i·r ,l↓
∪ P

qright
i·r+1→qright

(i+1)·r,l↓
.

Then, we consider the graph R⋆⋃
j∈[r2]

T ⋆
j ∪

⋃
odd i∈[r−1]

L↑
i ∪

⋃
even i∈[r−1]

L↓
i .

See Figure 9 for an illustration of the above graphs.

L↑
1

L↓
2

PH

T ?
4

T ?
5

T ?
6

Figure 9: Visualization of the graph R⋆. Notice that the trees T ⋆
4 , T ⋆

5 , and T ⋆
6 (depicted in orange,

blue, and green, respectively) intersect both L↑
1 and L↓

2.

34



We now consider the graph R̃ obtained from R⋆ if for every i ∈ [r2] we contract all edges of T ⋆
i

and then we contract each path of ⋃
odd i∈[r−1] L↑

i ∪
⋃

even i∈[r−1] L↓
i to an edge. We now prove the

following:

Claim: R̃ is an r-grid.

Proof of the claim: For every odd (resp. even) i ∈ [r] and every j ∈ [r], let wi,j be the vertex
obtained after contracting the edges of T ⋆

(i−1)·r+j (resp. T ⋆
i·r−j+1) and keep in mind that if i is

odd (resp. even), then the model of wi,j in H contains s(i−1)·r+j (resp. ti·r−j+1). We assume that
V (R̃) = ⋃

i,j∈[r]{wi,j} and we argue that, for every i ∈ [r] and every j ∈ [r], wi,j is adjacent, in R̃,

to wi,j−1 (if j > 1), to wi,j+1 (if j < r), to wi−1,j (if i > 1), and to wi+1,j (if i < r). This implies
that R̃ is an r-grid. We first show that for every i ∈ [r] and every j ∈ [r], wi,j is adjacent, in R̃,

to wi,j−1, if j > 1, and to wi,j+1, if j < r. For this, observe that if i is even (resp. odd) then the
vertex s(i−1)·r+j (resp. ti·r−j+1) is connected through L↑

i (resp. L↓
i ) with the vertex s(i−1)·r+j+1

(resp. ti·r−j+2), if j < r, and the vertex s(i−1)·r+j−1 (resp. ti·r−j), if j > 1. Therefore, since if i is
even (resp. odd), then the model of wi,j in H contains s(i−1)·r+j (resp. ti·r−j+1), we have that wi,j

is adjacent, in R̃, to wi,j−1 (if j > 1) and to wi,j+1 (if j < r). Also, notice that, if i is even, the
vertex s(i−1)·r+j is connected through L↑

i to the vertex s(i+1)·r−j+1, that is a vertex in the model
of wi+1,j in H. If i is odd, then the vertex ti·r−j+1 is connected through L↓

i with t(i+1)·r+j , that is
a vertex in the model of wi+1,j in H. The claim follows. ⋄

By the claim above, R̃ is an r-grid. If we further contract every edge that is adjacent to a vertex
of V (H) \ V (R̃), we obtain a partially triangulated r-grid R as the desired one.

5.2 Finding a complete apex grid

Central grids. Let k, r ∈ N≥2. We define the perimeter of a (k × r)-grid to be the unique cycle
of the grid of length at least three that does not contain vertices of degree four.

Figure 10: A 9-grid and its central 5-grid.

Let r ∈ N≥2 and H be an r-grid. Given an i ∈ ⌈ r
2⌉, we define the i-th layer of H recursively as

follows. The first layer of H is its perimeter, while, if i ≥ 2, the i-th layer of H is the (i−1)-th layer
of the grid created if we remove from H its perimeter. Given two odd integers q, r ∈ N≥3 such that
q ≤ r and an r-grid H, we define the central q-grid of H to be the graph obtained from H if we
remove from H its r−q

2 first layers. See Figure 10 for an illustration of the notions defined above.
Given a partially triangulated r-grid H, we call central q-grid of H the subgraph of H induced by
the vertices of the central q-grid of the underlying grid of H.
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Lemma 30. There exist three functions f21, f22 : N2 → N, and f23 : N → N such that if r, a ∈ N, H

is a partially triangulated h-grid, where h ≥ f21(r, a)+2·f23(r), and S = {S1, . . . , Sa} is a collection
of a subsets of vertices in the central f21(r, a)-grid of H such that for every i ∈ [a], |Si| ≥ f22(r, a),
then H contains as a contraction a partially triangulated r-grid R such that the model of each vertex
of R in H intersects every Si, i ∈ [a]. Moreover, f21(r, a) = O(r4 · 2a), f22(r, a) = O(r6 · 2a), and
f23(r) = O(r2).

Proof. Let f20, f19 be the functions of Lemma 29. We set ℓ := max{2r2, f20(r)} = f20(r) and
n = max{f19(r, a, ℓ), 2a−1 · r2 · a · (ℓ + 1)}. We also set

b := ℓ · (a + 1) + 2, z := ⌈
√

n⌉, f21(r, a) := b · z,

f22(r, a) := 2a−1 · r2 · b2, and f23(r) := ℓ.

We begin by arguing that the following claim holds:

Claim 1: H contains a partially triangulated (ℓ×n)-grid R′ as a contraction and there is a collection
V = {V1, . . . , Va} of subsets of the vertices of the middle horizontal path of R′, where

• for every i ∈ [a], the model of each vertex v ∈ Vi in H intersects Si,

• for every i ∈ [a], |Vi| = 2a−1 · r2, and

• for every distinct u, v ∈
⋃⋃⋃⋃⋃⋃⋃⋃⋃

V, distR′(u, v) > ℓ.

Proof of Claim 1: Let H̆ be the central f21(r, a)-grid of H and keep in mind that f21(r, a) = b·z. Also,
let P = {P1, . . . , Pf21(r,a)} be the set of the vertical paths of H̆, where Pi is the i-th vertical path of
H̆. For every j ∈ [b], let Pj = ⋃

i∈[z] Pj+b(i−1). For every i ∈ [a], let xi := arg maxj∈[b]{|V (Pj)∩Si|}.

Intuitively, we partition P into b sets Pj , j ∈ [b], each one consisting of the j-th, (j + b)-th, . . . ,

(j + (z − 1) · b)-th vertical path of H̆, and xi is defined as the index j maximizing the size of the
intersection of V (Pj) with Si. Observe that, since |Si| ≥ f22(r, a), by the pigeonhole principle it
follows that |V (Pxi) ∩ Si| ≥ f22(r, a)/b.

Now, let L = {L1, . . . , Lf21(r,a)} be the set of the horizontal paths of H̆, where Li is the
i-th horizontal path of H̆. For every j ∈ [b], let Lj = ⋃

i∈[z] Lj+b(i−1). For every i ∈ [a], let
yi := arg maxj∈[b]{|V (Lj)∩V (Pxi)∩Si|}. Intuitively, we partition L into b sets Lj , j ∈ [b], each one
consisting of the j-th, (j + b)-th, . . . , (j + (z − 1) · b)-th horizontal path of H̆, and yi is defined as
the index j maximizing the size of the intersection of V (Lj) with V (Pxi) ∩ Si. Observe that, since
|V (Pxi) ∩ Si| ≥ f22(r, a)/b, again by the pigeonhole principle, |V (Lyi) ∩ V (Pxi) ∩ Si| ≥ f22(r, a)/b2.

For every i ∈ [a], let Qi := V (Pxi) ∩ V (Lyi). See Figure 11 for an illustration of the above. For
further intuition, observe that for every i ∈ [a], Qi is a set of z2 vertices in H̆ and for every u, v ∈ Qi

with u ̸= v, it holds that distH̆(u, v) ≥ b. Notice that since b = ℓ · (a + 1) + 2, there is a set of
ℓ consecutive integers in [2, b − 1] that “avoid” every xi, i ∈ [a], i.e., there is a t ∈ [2, b − ℓ] such
that for every i ∈ [a], xi /∈ [t, t + ℓ − 1]. Let P̄ := ⋃

i∈[t,t+ℓ−1] Pi. Also, there exists a t′ ∈ [2, b − ℓ]
such that for every i ∈ [a], yi /∈ [t′, t′ + ℓ − 1]. Let L̄ := ⋃

i∈[t′,t′+ℓ−1] Li. Intuitively, P̄ (resp. L̄) is
the union of z sets of ℓ consecutive vertical (resp. horizontal) paths of H̆ whose indices “avoid” xi

(resp. yi) for every i ∈ [a]. In Figure 11, P̄ (resp. L̄) is the set of the vertical (resp. horizontal)
paths of H̆ that are between yellow (resp. pink) regions.
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Figure 11: Illustration of a grid H, the set Pxi ∪ Lyi (depicted in blue), and the set Pxi′ ∪ Lyi′

(depicted in green), with i ̸= i′. The grid H̆ is the subgrid of H obtained by removing the two first
layers of H. The set Qi consists of the blue vertices that are adjacent to four blue vertices. Yellow
and pink regions contain the paths of P̂ and L̂, whose edges are contracted in order to obtain the
grid H ′.

We denote by P̂ (resp. L̂) the set of the vertical (resp. horizontal) paths of H that contain
the paths in P \ P̄ (resp. L \ L̄) as subpaths. In Figure 11, P̂ (resp. L̂) is the set of the vertical
(resp. horizontal) paths of H that are drawn inside yellow (resp. pink) regions. Let H ′ be the
graph obtained from H after contracting every edge of a horizontal (resp. vertical) path of H

whose endpoints are in P̂ (resp. L̂). In Figure 11, the graph H ′ is obtained if we contract every
“horizontal” edge inside a yellow region and every “vertical” edge inside a pink region. Therefore,
H ′ is a contraction of H and the fact that H is an h-grid, with h ≥ b · z + 2ℓ, implies that H ′ is
a q-grid, with q ≥ (ℓ + 1) · z + 2ℓ + 1. To get some intuition on this, observe that, in Figure 11,
the contraction of the “horizontal” (resp. “vertical”) edges inside (z + 1)-many yellow (resp. pink)
regions results into (z + 1)-many vertical (resp. horizontal) paths of H ′, while the rest of vertical
or horizontal paths of H, which are at least ℓ · z + 2ℓ many, remain intact after these contractions.

We call a vertex of H ′ heavy if its model in H is a subset of V (⋃⋃⋃⋃⋃⋃⋃⋃⋃P̂) ∩ V (⋃⋃⋃⋃⋃⋃⋃⋃⋃L̂). Notice that the
model of each heavy vertex of H ′ contains exactly one vertex of each Qi, i ∈ [a]. Also, the distance
in H ′ between every two heavy vertices of H ′ is more than ℓ in H ′, since every path between heavy
vertices contains at least ℓ vertices that are not heavy. For every i ∈ [a], we set Ṽi to be the set
of heavy vertices of H ′ whose model in H intersects Si and observe that for every i ∈ [a], since
|Qi ∩Si| ≥ 2a−1 ·r2, it follows that |Ṽi| ≥ 2a−1 ·r2. For every i ∈ [a], we set Vi to be a set containing
exactly 2a−1 · r2 elements of Ṽi. Let V := {V1, . . . , Va} and observe that for every u, v ∈

⋃⋃⋃⋃⋃⋃⋃⋃⋃
V, where

u ̸= v, it holds that distH′(u, v) > ℓ.

To conclude the proof of Claim 1, observe that since H ′ is a q-grid, with q ≥ (ℓ + 1) · z + 2ℓ + 1
and z = ⌈

√
n⌉, it follows that R′ is a contraction of H ′ (see Figure 12) and V is a collection of
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subsets of vertices of the middle horizontal path of R′ satisfying the claimed conditions. Here, n is
asked to be at least 2a−1 · r2 · a · (ℓ + 1) in order to allow the middle horizontal path of R′ to host
the (2a−1 · r2, a, ℓ)-scattered set V. Claim 1 follows. ⋄

Figure 12: Illustration of the grid H ′ and how R′ “fits” in H ′. The red vertices are the heavy
vertices of H ′ and the black line represents the middle horizontal path of R′.

Following Claim 1, let V be a collection of vertex sets satisfying the properties above. It is easy
to see that the sets in V are not necessarily disjoint. For each vertex v ∈

⋃⋃⋃⋃⋃⋃⋃⋃⋃
V, we define the trace of

v in S to be the set Iv := {i ∈ [a] | the model of v in H intersects Si}. We say that a set U ⊆
⋃⋃⋃⋃⋃⋃⋃⋃⋃

V
is full with respect to S if ⋃

v∈U Iv = [a]. We now argue that the following claim holds.

Claim 2: There is some y ∈ [a] and a collection C = {C1, · · · , Cy} of y pairwise disjoint subsets of⋃⋃⋃⋃⋃⋃⋃⋃⋃
V, each of cardinality r2, such that if we pick any vertex from every set Cj then the resulting set

is full with respect to S.

Proof of Claim 2: Notice that each Vi can be partitioned into a collection Vi of 2a−1 subsets such
that every two vertices are in the same subset if and only if they have the same trace. For every
i ∈ [a], we set Ci := arg maxV ∈Vi{|V |} and observe that there is a superset of {i} that is the trace
of all vertices in Ci. Since |Vi| = 2a−1 · r2, it follows that |Ci| ≥ r2. Moreover, we can assume that
every Ci contains exactly r2 vertices (by removing extra vertices). Since the trace of the vertices
of every Ci contains i, if we pick a vertex from every Ci then the resulting set is full with respect
to S. Notice that, by the definition of the sets Ci, i ∈ [a], for every i, j ∈ [a], either Ci ∩ Cj = ∅ or
Ci = Cj . Therefore, we can obtain a collection C = {Ci | i ∈ [a] and ∀j ∈ [a] \ {i}, Ci ∩ Cj = ∅} as
the desired one. Claim 2 follows. ⋄

To conclude the proof, consider the graph R′ from Claim 1 and the collection C from Claim 2.
Following Claims 1 and 2, C is a collection of subsets of vertices of the middle horizontal path of
R′ that is also (r2, y, ℓ)-scattered in the middle horizontal path of R′. The lemma now follows by
applying Lemma 29.

Given a graph G and a set A ⊆ V (G), we say that a graph H is an A-fixed contraction (resp.
A-fixed minor) of G if H can be obtained from G (resp. a subgraph G′ of G where A ⊆ V (G′)) after
contracting edges without endpoints in A. A graph H is an A-apex partially triangulated r-grid if
it can be obtained by an partially triangulated r-grid Γ after adding a set A of new vertices and
some edges between the vertices of A and V (Γ). A complete A-apex partially triangulated r-grid
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is a graph obtained by an A-apex partially triangulated r-grid by adding every edge between the
vertices of A and the vertices of the grid.

Lemma 31. There exist three functions f21, f22 : N2 → N, and f23 : N → N such that if r, a ∈ N,

H is an A-apex partially triangulated h-grid, where A is a subset of V (H) of size a and h ≥
f21(r, a) + 2 · f23(r), and each vertex v ∈ A has at least f22(r, a) neighbors in the central f21(r, a)-
grid of H \ A, then H contains as an A-fixed contraction a complete A-apex partially triangulated
r-grid. Moreover, f21(r, a) = O(r4 · 2a), f22(r, a) = O(r6 · 2a), and f23(r) = O(r2).

Notice that by we can derive Lemma 31 from Lemma 30 by applying the latter for H := H \ A

and Si, i ∈ [a] to be the set of neighbors of vi ∈ A in the central f21(r, a)-grid of H \ A.

5.3 The proof

In this subsection we present some additional results that will allow us to prove Lemma 13, and we
conclude with its proof.

The following easy observation intuitively states that every planar graph H is a minor of a big
enough grid, where the relationship between the size of the grid and |V (H)| is linear (see e.g., [78]).

Proposition 32. There exists a function f24 : N → N such that every planar graph on n vertices
is a minor of the f24(n)-grid. Moreover, f24(n) = O(n).

The next result intuitively states that given a graph G and a set A ⊆ V (G), a “big enough”
(in terms of aF , sF , and k) complete A-apex partially triangulated grid of G is a structure that
“forces” every set S ⊆ V (G) of size at most k such that G \ S ∈ excl(F) to intersect A.

Lemma 33. There exists a function f25 : N3 → N such that if F is a finite family of graphs, k ∈ N,

and G is a graph that contains a complete A-apex partially triangulated f25(aF , sF , k)-grid H as an
A-fixed minor for some A ⊆ V (G) with |A| = aF , then for every set S ⊆ V (G) that intersects the
models of at most k vertices of H and such that G \ S ∈ excl(F), it holds that S ∩ A ̸= ∅. Moreover
f25(aF , sF , k) = O(

√
(k + aF 2 + 1) · sF ).

Proof. For simplicity, we set s = sF and a = aF . Let G be a graph, m = f24(s − a), where f24 is
the function of Proposition 32, and r =

⌈√
(k + a2 + 1) · m

⌉
. We set f25(a, s, k) = r and we notice

that since m = f24(s − a) = O(s), it holds that f25(a, s, k) = O(
√

(k + a2 + 1) · s).
Observe that since r =

⌈√
(k + a2 + 1) · m

⌉
, V (H \A) can be partitioned into (k+a2 +1) vertex

sets V1, . . . , Vk+a2+1 such that, for every i ∈ [k + a2 + 1], the graph H[Vi] is a partially triangulated
m-grid. Let H =

{
H[Vi ∪ A] | i ∈ [k + a2 + 1]

}
and notice that every R ∈ H is a complete A-apex

partially triangulated m-grid. Our aim is to prove that if S is a subset of V (G) that intersects
the models of at most k vertices of H and such that G \ S ∈ excl(F), then S ∩ A ̸= ∅. Suppose
towards a contradiction that S ∩ A = ∅. Since S intersects the models of at most k vertices of H

and |H| = k + a2 + 1, there is a collection H′ ⊆ H of size a2 + 1 such that for every R ∈ H′ and
every v ∈ V (R), S does not intersect the model of v in G. This implies that ⋃⋃⋃⋃⋃⋃⋃⋃⋃

H′ ⪯m G \ S. Let L

be a graph in F whose apex number is a. We arrive to a contradiction by proving that L ⪯m
⋃⋃⋃⋃⋃⋃⋃⋃⋃

H′.

To see why L ⪯m
⋃⋃⋃⋃⋃⋃⋃⋃⋃

H′, fix a graph H ′ ∈ H′ and observe that, since m = f24(s − a), Proposition 32
implies that every planar graph on s − a vertices is a minor of H ′ \ A and every graph on a vertices

39



is a minor of ⋃⋃⋃⋃⋃⋃⋃⋃⋃(H′ \ {H ′}). The latter is a consequence of the fact that |H′ \ {H ′}| = a2 and every
R ∈ H′ \ {H ′} is a complete A-apex m-grid; thus, for each pair of vertices in A, we can find a path
connecting them through some H ′′.

We are now ready to prove Lemma 13.

Proof of Lemma 13. For simplicity, we set a = aF and s = sF . We set

r := f25(a, s, k) = O((a +
√

k) ·
√

s), f8(a, s, k) := f21(r, a) + 2 · f23(r) + 2,

f9(a, s, k) := f22(r, a), and f10(a, s, k) := f23(r).

Notice that f8(a, s, k) = O(2a ·s5/2 ·k5/2), f9(a, s, k) = O(2a ·s3 ·k3), and f10(a, s, k) = O((a2+k)·s).
Let (W,R) be a flatness pair of G \ A of height h, where h is an odd integer with h ≥ f8(a, s, k),
and let Q̃ be a (W,R)-canonical partition of G \ A, such that if A′ is the set of vertices of A that
are adjacent in G to at least f9(a, s, k) f10(a, s, k)-internal bags of Q̃, then |A′| ≥ a.

We contract every bag in Q̃ to a vertex. Since (W,R) is a flatness pair, this results into a planar
graph that is a partially triangulated (h − 2)-grid Γ̄ (whose vertices correspond to the internal bags
of Q̃) together with an extra vertex uext (which corresponds to the external bag of Q̃) that is
adjacent to all the vertices in the perimeter of Γ̄. We contract an edge between uext and a vertex in
the perimeter of Γ̄ and we denote by Γ the obtained partially triangulated (h−2)-grid. Notice that
Γ is an A-apex partially triangulated (h − 2)-grid that is an A-fixed contraction of G. Moreover,
observe that if a vertex v ∈ A is adjacent, in G, to an f10(a, s, k)-internal bag of Q̃, then, since
f10(a, s, k) = f23(r) and h − 2 ≥ f21(r, a) + 2 · f23(r), it is also adjacent to a vertex in the central
f21(r, a)-grid of Γ \ A. Thus, each vertex in A′ has at least f9(a, s, k) neighbors in the central
f21(r, a)-grid of Γ \ A. We remove extra vertices from A′ until |A′| = a, and we set Γ′ = Γ \ (A \ A′).
By Lemma 31 applied to Γ′ and A′, Γ′ contains a complete A′-apex partially triangulated r-grid R

as an A′-fixed contraction.
Observe that R is also an A′-fixed minor of G. Since r = f25(a, s, k), Lemma 33 implies that for

every set S ⊆ V (G) that intersects at most k internal bags of every (W,R)-canonical partition of
G \ A, it holds that S ∩ A′ ̸= ∅.

6 Concluding remarks

In this paper we prove that, for every minor-closed graph class G, there is a 4-fold exponential, in
k, bound on the order of the minor obstructions for the set of all graphs that are k-apices of G,

namely obs(Ak(G)). Improving this bound is an open challenge. We believe that any such attempt
should radically overcome the current “treewidth-based” state of the art on bounding obstructions,
dating back to the classic ideas of [1, 3, 14, 17, 27, 31–34, 59–61, 72, 74, 87]. Note that the results of
Dinneen [22] give an exponential lower bound on the size of the set obs(Ak(G)). This lower bound
on the size of the obstruction set readily gives a polynomial lower bound on the order of the graphs
in obs(Ak(G)).

In the next paper of this series we deal with the algorithmic complexity of recognizing k-apices
of an arbitrary minor-closed graph class G. Namely, in [83] (whose conference version is [81]) we
construct a 2poly(k) · n3-time algorithm for this problem, which can be improved to one running in
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2poly(k) ·n2-time when G excludes some apex graph as a minor, where poly(k) is a polynomial whose
degree depends on the order of the obstructions for G. These algorithms are strongly based on the
combinatorial results of Subsection 3.1, Subsection 3.2, and Section 5.
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