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Abstract

Purpose Mandibular reconstruction using fibula free flap is a chal-
lenging surgical procedure. To assist osteotomies, computer assisted
surgery (CAS) can be used. Nevertheless, precise registration is
required and often necessitates anchored markers that disturb the
patient and clinical flow. This work proposes a new contact-
less surface-based method adapted to featureless anatomies such
as fibula to achieve a fast, precise and reproducible registration.
Methods Preoperatively, a CT-scan of the patient is realized and
osteotomies are virtually planned. During surgery, a structured-light
camera digitizes the fibula. The obtained intraoperative point cloud
is coarsely registered with the preoperative model using 3 points
defined in the CT-scan and located on the patient’s bone with a
laser beam. Then, a fine registration is performed using an ICP
algorithm. The registration accuracy was evaluated comparing the
position of points engraved in a 3D-printed fibula with their posi-
tion in the registered model and evaluating resulting osteotomies.
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Accuracy and execution time were compared to a conventional
stylus-based registration method. The work was validated in-vivo.
Results The experiment performed on a 3D-printed model
showed that execution time is equivalent to surface-based registra-
tion using a stylus, with a better accuracy (mean TRE of 0.9
mm vs 1.3 mm using stylus) and guarantee good osteotomies.
The preliminary in-vivo study proved the feasibility of the method.
Conclusion The proposed contactless surface-based registration
method using structured-light camera gave promising results in terms of
accuracy and execution speed and should be useful to implement CAS
for mandibular reconstruction.

Keywords: mandibular reconstruction, surface-based registration,
structured-light scanner, fibula

1 Introduction

Mandibular reconstruction using fibular free flap (FFF), as described by
Hidalgo in 1988, is a standard procedure in maxillo-facial surgery [1]. The
FFF is a bone autograft taken on the patient’s fibula and shaped to recon-
struct the length and form of the mandible. Despite the potential benefits of
this type of surgery, achieving the osteotomies to shape the fibula may be
challenging and time-consuming. The surgeon must cut the fibula into sev-
eral fragments that should fit among themselves to reconstruct an aesthetic
and functional mandible [1]. Accordingly, freehand FFF is an intervention
that demands extensive experience (60 to 100 flaps) to obtain a reasonable
success rate (95 %) [2]. To overcome this difficulty, patient-specific instrumen-
tation (PSI) is frequently used by surgeons. Based on preoperative imaging,
a patient-specific guide is designed to constrain the positioning of the saw
on the fibula. However, these guides are expensive, long to produce (3 to 6
weeks) and the surgical planning can not be modified during the surgery in
case of a tumor progression [3].

That is why computer assisted surgery (CAS) could offer a valuable solu-
tion to help FFF osteotomy positioning. CAS has expanded over the years
and is now commonly used in orthopedic surgery. CAS has been shown to
improve functional outcomes compared to conventional operation [4]. In max-
illofacial surgery, and more specifically reconstructive mandibular surgery,
CAS is not frequently used while there would be a real interest in developing
such techniques [5, 6, 7, 8]. Recently, navigation has been used for mandibu-
lar shape reconstruction guidance [5] and to guide osteotomies [6]. Robotic
assistance has also been proposed in the literature to place previously cut
fragments [8] or automatically perform the osteotomies based on planning
[7]. Although these studies led to encouraging results, they require a precise
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registration process as the desired precision in this surgical application within
the literature is 2 mm [6].

Artificial markers are the gold standard for this registration but imply
many drawbacks such as patient discomfort and hospital flow complications.
Surface-based registration methods are thus preferred. They aim to register
the preoperative patient’s bone surface data extracted from a CT-scan volume
with the corresponding intraoperative surface data digitized with a navigated
tracked stylus. However, using a tracked stylus for surface digitization is not
always accurate because of its calibration precision and tissue deformation
upon contact. Moreover, for large surface acquisition, it is time-consuming
and user dependent [9]. Camera-based solutions (laser range scanner, time-
of-flight cameras, structured-light cameras, etc.) for patient’s bone surface
digitization have become quite common in CAS since they are faster, contact-
less, and have fewer sterilization constraints than tracked stylus [10, 11, 12].
They can acquire thousands of points in a few seconds without any contact.
These advantages inspired the application of laser range scanners in neuro-
surgery [10] or knee arthroplasty [11]. All those registration processes are
based on the detection of specific features (anatomical [12] or screwed[10]),
or shape characterization [11] to make a coarse registration and then refine it
with an iterative closest point (ICP) algorithm. Nevertheless, in our context,
the surface of the bone to be registered (the fibula) is featureless and cylin-
drically symmetric. Thus, a surface-based registration method as proposed
in [10, 11, 12] cannot be applied. Therefore, in the context of mandibular
reconstruction, artificial markers are predominantly used [7, 8], which unfor-
tunately present, as mentioned before, many drawbacks.

To solve registration issues related to surfaces lacking specific features
and characteristic shapes without introducing artificial markers nor using a
tracked stylus, this work proposes a surface-based registration method using
a structured light camera initialized by point matching. These keypoints are
created and located by the surgeon on the CT-scan volume and defined in the
surgically exposed area to be detected in the intraoperative image. The com-
bination of this point matching initialization and dense surface acquisition can
achieve a fast, precise, reproducible, and contactless rigid registration of the
fibula. To the best of our knowledge, this is the first time a structured-light
camera has been used to register a featureless bone as the fibula. The accuracy
of the proposed method has been evaluated on a 3D-printed fibula model, and
its feasibility has been evaluated on a human patient leg. The main contribu-
tions of this paper are: (1) The proposition of a contactless surface-based rigid
registration method using a structured-light camera for featureless anatomy
and (2) its validation in the context of mandibular reconstruction.

The content of this paper is organized as follows: first, the material and
methods used are presented section 2 by giving an overview of the system
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and detailing the camera calibration method and the registration process.
Then, experiments performed on the 3D-printed fibula and the human leg are
presented section 3. The obtained results are discussed in section 4. Finally,
conclusions are drawn in section 5.

2 Material and methods

This work aims to localize the planned osteotomies on the fibula in the OR by
finding the transformation between the CT-scan, where the osteotomies were
planned, and the patient in the OR. To do so, a structured-light camera is used
to acquire the patient’s fibular surface (noted BC in the following). By regis-
tering this acquisition with the CT-scan volume, the desired transformation is
found. The surgeon can then be guided through augmented reality, navigation,
or physical constraints positioned by a robot.

2.1 System overview

The system has two main devices (Fig.1). The first one is an optical tracking
system (FusionTrack 500 from Atracsys) able to detect and localize passive
markers that reflect infrared light. It was used in this work to detect markers
fixed on the camera and on the bone to localize them in the same coordinate
system. In a real scenario, it is placed in the OR and considered as the main
reference frame. The artificial marker on the bone is not used for registration
but only for tracking in case of bone movement. A calibration step is neces-
sary to establish the transformation between the camera and its marker (see
section 2.2).

The second device is the camera Surface HD 20 (Revopoint). Its optimal
working distance is 200±50 mm. It uses binocular infrared structured light
and does not give RGB information. It has been used to produce a dense
point cloud of the bone surface that has been registered with the CT-scan
volume. The different data were treated with Point Cloud Library (PCL,
https://pointclouds.org/).

Fig. 1 Set up for optical palpation of the fibular bone using structured-light camera and
localisation in the operating room using an optical tracking system
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2.2 Camera Calibration

Let, for A and B be two frames, ATB be the transformation from B to A
and W , C, and Mc, be respectively the frames attached to the world (local-
izer considered as the OR frame), the camera, and the marker on the camera
(fixed to it with a 3D printed support as in Fig.1). The calibration of the cam-
era consists in the determination of CTMc

, which is then used to express the
acquired point cloud in W with BW =W TMc

.(CTMc
)−1BC . Although tech-

niques using chessboards are frequently used for RGB camera calibration [13],
the 3D measurements obtained with an RGB-D camera can be used to achieve
improved precision [14, 15, 16]. In this case, a volumetric calibration phantom
is adopted. Accordingly, the automatic 3D calibration method introduced in
[15] was applied with the phantom depicted in Figure 2. The phantom was
conceived to be as simple as possible: a cube with a marker fused to it to
reduce the deformation as much as possible and cubic shapes on its faces to
have precise registration (Fig.2). Let P and Mp be the frames attached to the
calibration phantom and its marker respectively. The goal was to compute the
transformation CTMc

via Eq.1.

CTMc
=C TP .

PTMp
.MpTW .WTMc

(1)

The different members of Eq.1 can be solved separately: CTP is computed
with an ICP registration of the CAD model expressed in P with the point
cloud generated by the camera expressed in C. PTMp is known by CAD
model of the calibration phantom. MpTW and WTMc are given by the optical
tracking system. This method has the advantage to be simple (it only requires
the design and printing of the phantom), fast (on average 40 s) and does not
necessitate any experience from the user.

Fig. 2 Setup used for camera calibration : camera observes the calibration object and the
algorithm registers this acquisition with the CAD model
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2.3 Registration

To register the fibular data in the physical space ( localizer frame) with the
fibula CT-scan volume, a marker-free point cloud registration was performed.
Firstly, a rough registration is performed based on 3 non-aligned initialization
points. Afterwards, a precise registration is applied based on 20,000 points
obtained with the RGB-D camera.

As with every other FFF harvesting surgical procedure, the fibula will be
exposed and pulled back from the leg by cutting its two extremities which
need to remain attached to the tibia to ensure the stability of the ankle. The
lower two-thirds of the exposed fibula will be used for mandible reconstruc-
tion, so it has to remain coated by muscle and vessels to be revascularized
once transferred to the mandible. The remaining part (the upper third),
which will not be used for the surgery, can be stripped, digitized, and used for
registration (Fig. 3). Thus, only a subset of the acquired point cloud, chosen
via a user interface, will be used for registration. In general (depending on
the length of the region of interest) 20,000 points are captured with 0.04 mm
spacing in 50 ms. Once the camera is calibrated w.r.t to the marker attached
to it, the bone surface is acquired in W: BW =W TMc

.McTC .BC .

To rigidly register BW with the CT-scan volume, the ICP standard algo-
rithm [17] is used. As the exposed part of the fibula presents a geometry close
to the cylinder, a suitable ICP initialization is required. The initialization
was done with three non-aligned points. Three points are defined by the
surgeon on the CT-scan volume via a mesh editing software (CloudCompare,
www.cloudcompare.org) before the operation {CTPi}i=1:3. Those points have
to be non-aligned and can be chosen anywhere on the bone. We have chosen
to place two of them on the ridge of the fibula and one on the face to facili-
tate their placement in the real fibula. The first point P1 was defined on the
posterior ridge of the fibula, at a chosen distance d01=10 cm from the distal
extremity of the malleolus M. The second point P2 was defined on the middle
of the lateral face of the fibula at a chosen distance d12 = 3 cm from P1. The
third point P3 was defined on the posterior ridge of the fibula at a chosen
distance d13 = 2.5 cm from P1.

During the operation, and before cutting the malleolus, the surgeon finds
these three points with a ruler (thanks to their distance to the malleolus and
their localization on the ridges or face of the fibula) and draws them with a
surgical marker pen. The fibula is then pulled back from the leg and stripped
on the upper third. The marks cannot be detected in the point cloud that
has no color, so the user directs the beam of a common laser pointer toward
these reference points. The laser beam generates a hole in the point cloud by
disturbing the projected pattern, so the camera cannot deduce the depth of
this zone. This point cloud with the hole is subtracted from the entire point
cloud to obtain a set of points that approximately forms a disk of center
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{WPi}i=1:3. A coarse registration is performed with the two sets of points
{CTPi}i=1:3 and {WPi}i=1:3. The ICP is then executed to perform the fine
registration between BW = {p1, ..., pn} and BCT = {q1, ..., qm} by minimizing
E(R, t) =

∑n
i=1 ∥(Rpi + t) − qj∥ with (pi, qj) a pair of corresponding points

with j = argmin1≤k≤m∥pi − qk∥. The pairs (i,j) are updated taking a new set
B′

W = {R.p1 + t, ..., Rpn + t}. The procedure is repeated until E(R, t) < 0.01
mm.It results in the final transformation CTTW and planned osteotomies on
the CT-scan volume are then expressed in the world frame.

Finally, it is important to note that the fibula has to remain attached to the
vascular pedicle during the surgery and can move. That is why a disposable
or sterilizable tracked marker is rigidly fixed on the bone at the beginning of
the surgery. Thus, the planned osteotomies poses can be updated in real-time
via the localizer acquisition. This procedure does not lead to any issues since
the marker is fixed during the surgery and on the proximal extremity of the
exposed fibula which will not be used for the reconstruction (Fig. 3).

Fig. 3 Schematic representation of the fibula bone and the parts used for registration and
mandibular reconstruction.

3 Experiments and results

To assess the performance of the proposed calibration and registration meth-
ods, the calibration precision was validated with a reference 3D-printed model.
Then, the registration precision was assessed on a 3D-printed fibula. Its perfor-
mance was compared in terms of time and precision with a manual palpation
method using a tracked stylus. Finally, a proof of concept on a patient in an
OR was performed.

3.1 Camera calibration

To evaluate the precision related to the camera calibration, a 3D-printed object
was used as reference geometry. It consists of a marker with a cube, in a single
piece, with some holes, detectable by the camera, placed at known localizations
w.r.t. the marker frame (Mo): {MoPi}i=1:3. This object was 3D-printed in
PolyLactiq Acid (PLA) via a 3D desktop printer (Ultimaker s3, 0.01 mm layer
thickness, 0.78 mm positioning resolution on the X/Y axis). The calibration
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precision is then expressed as the error ∥CPi−C TMc .
McTW .WTMo .

MoPi∥i=1:3.
On 25 calibrations procedures, the mean error was 0.3 ± 0.2 mm, with a
maximum of 0.8 mm and minimum of 0.1 mm.

3.2 Results on 3D-printed model

3.2.1 Registration accuracy

The precision of the registration method was evaluated on a 3D-printed
fibula. The fibular model was created from a preoperative CT-scan (resolu-
tion 710x710x625 mm3) of a human leg. The DICOM images were segmented
manually with 3D Slicer software to generate a 3D mesh. Five assessments
points noted {CTMi}i=1:5 and represented by holes (Ø 1 mm) were defined in
the model. An attachment for the marker was added to the model, its associ-
ated frame is noted Mb. This 3D fibular model with holes and marker fixation
was 3D printed with the same parameters listed in section 3.1. The holes were
visible on the 3D-printed fibula. The registration process is performed with
the upper one-third of the bone (see section 2.3) and gives WTCT .

To evaluate the accuracy of the procedure, the ”ground truth” positions
of the assessment points {WMi}i=1:5 are obtained by positioning a calibrated
[18] tracked stylus within the holes. For each Mi the Target Registration Error
(TRE) ∥WTCT .

CTMi −W Mi∥i=1:5 is computed along the three principal axis
(x,y,z) of the fibula computed with Principal Component Analysis (PCA)
(Fig.4).

Fig. 4 Registration initialization and assessment: Initialization points definition (in black)
and surface scanning are done on the distal third of the fibula. Points used for precision
assessment are registered (blue points) and detected with a tracked stylus (red points)

Ten procedures were performed with the same 3D-printed bone and the
same operator. At each time the camera and the stylus were re-calibrated.
A TRE of [0.5±0.1 ; 0.4±0.04 ; 0.9±0.1] mm along the x-, y- and z-axis
respectively was obtained. The mean standard deviation (SD) of the distance
within the points was 0.2±0.1 mm. Errors are reproducible given the SD of
0.2 mm within the procedures.

A comparative study was performed with a manual registration technique
that can also be adapted to the homogeneity of the fibula, which consists of
gathering surface information with a tracked stylus [9]. The same operator did
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manual palpation and optical palpation ten times each. The goal was to evalu-
ate the global execution time, the registration precision, its repeatability, and
the dependency on the user experience of each method. Concerning execution
time, initialization and palpation with the stylus took, on average, 2.8±0.4
min. Laser initialization and optical scanner took 2.5±0.4 min, representing a
10% reduction in the average lead time. Regarding accuracy, for the stylus, a
TRE of [0.5±0.1; 0.5±0.2;1.3±0.03] mm was observed along x-, y- and z-axis,
which is higher than results with the camera ([0.5±0.1; 0.4±0.04; 0.9±0.1]).
Figure 5 summarises these results.

Fig. 5 TRE along the principal axis of the fibula for the 5 assessment points for registration
with optical (left) and manual (right) palpation made 10 times

3.2.2 Cutting results

Even if a low TRE is satisfying and means that the registration is acceptable,
it is not entirely relevant because a slight homogeneous error on all the assess-
ment points along the axis of the fibula has no clinical consequence on the
cutting of the fibula since it is nearly cylindrical. Fibula cutting was thus sim-
ulated to evaluate the impact of registration error on final osteotomies. Two
slots were defined in the CT scan as 3D planes, and transformed with the rota-
tion and translation between CTMi and CTTW .WMi (defined and acquired
assessment points). The resulting slots were then used to virtually cut the
fibula CT-scan. The obtained fragments were compared to the planned one
using cloud-to-cloud distance. The mean maximum difference was 0.1±0.02
mm and 0.2±0.06 for camera and stylus-based registration respectively.

3.2.3 Sensitivity to initialization

The accuracy of the proposed method relies heavily on the initialization step,
which is an inherent issue of the ICP algorithm. To investigate the impact
of initialization point placement on the final result, 200 simulations of their
placement were conducted. Let {Pi = (xi, yi, zi)}i=1:3 be the three ideal initial-
ization points in the fibula’s frame (x,y,z) as defined in Fig. 6. Let d12=P1P2.z



Springer Nature 2021 LATEX template

10

and d13 = P1P3.z. Those two distances are previously chosen by the surgeon on
the CT-scan as explained in section 2.3. The three simulated real initialization
points {P̂i}i=1:3 positioned on the real fibula were thus defined as follows:

• In clinical practice, P1 is defined on the posterior ridge of the fibula thanks
to the distance d01 from the distal end of the malleolus M. The estimation
of M by palpation introduces a ±10 mm error on P1 position along the ridge
of the fibula resulting in P̂1 = (x̂1, ŷ1, ẑ1) = (x1, y1, z1±10 mm). We assume
there is no error on x and y axis since the point is placed on the posterior
ridge.

• P2 is defined at a given distance d12 from P1 on the middle of the lateral
face of the fibula. We assume that when the user measure the distance from
P̂1 with a surgical ruler, the introduced error on P2 position along the bone
axis is ± 2 mm. In addition, since P2 is located on the middle of the lateral
face of the fibula,an error along x-axis could also appear and was assumed
to be ± 3 mm. That is to say, P̂2 = (x̂2, ŷ2, ẑ2) = (x2±3 mm, y2, ẑ1+d12±2
mm).

• P3 is placed on the posterior ridge of the fibula based on the placement of P1.
As for P2, we assume that when the user measure the distance from P̂1 with
a surgical ruler, the introduced error along the bone axis is ± 2 mm which
gives P̂3 = (x̂3, ŷ3, ẑ3) = (x3, y3, ẑ1+d13±2 mm). We also assume that there
is no error on x and y axis since the point is placed on the posterior ridge.

The three points were randomly uniformly distributed in their position
range and the TRE and resulting fragments were evaluated (Fig. 7). Mean
TRE along x-, y- and z-axis were [2.0±0.1, 1.0±0.1,4.6±0.03] mm. It is
interesting to note that the correlation coefficient between the z error and the
distance of the first point from the malleolus was 0.98. Finally, as expected,
this error on the z-axis has no prohibitory consequence on the osteotomies
with mean of maximum fragment difference of 0.8±0.5 mm and maximum of
1.9 mm.

Fig. 6 Placement of the three initialization points : P1 is placed on the ridge of the bone
at a distance d01 from the malleolus, P2 is placed on the face of the bone at a distance d12
from P1 and P3 is placed at a distance d13 from P2.
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Fig. 7 Distance map of obtained fragment vs. planed fragment. Even if the fragment is
translated along the fibula, its shape remains the same.

3.3 In-vivo feasibility

The in-vivo feasibility of the method was evaluated on a patient who needed
fibula free flap to be raised. This study was done in order to validate the com-
patibility of the method with the real application, and identify major potential
issues related to the OR environment (sterility, operating room footprint, spec-
ular reflections, blood, surgical workflow ...). There were no markers and no
localizer in the OR so, as a preliminary part, we tested if the point cloud
acquired on a real fibula is consistent and allowed us to perform the registra-
tion. To do so, firstly, two sets of three points were defined on the CT-scan
at fixed distances from the malleolus and on edges of the fibula: {CTMi}i=1:3

for precision assessment and {CTPi}i=1:3 for ICP initialization. Secondly, the
6 points were coarsely marked on the fibula using a surgical pen by mea-
suring the distances to the malleolus located under the skin. The fibula was
then cut and pulled back from the leg. The camera was placed at about 30
cm from the patient as in Fig. 8 and the bone was scanned to get a point
cloud on the area without muscle and periosteum thanks to the user inter-
face. Then, the registration was performed after initialization with the Pi,
as explained in section 2.3, to get CTCT . To evaluate that transformation,
the TRE ∥CTCT .

CTMi −C Mi∥i=1:3 was computed. The observed assessment
points CMi were determined with the laser pointer. The distances between the
observed and the registered assessment points were 1.9, 1.7, and 3.6 mm.

4 Discussion

The aim of this work was to propose a fast, precise, reproducible, and con-
tactless fibular registration method to achieve computer assisted osteotomies
for mandibular reconstruction. The state-of-the-art in mandibular reconstruc-
tive surgery proposes free hand osteotomies, which have a success rate of
79% during the surgeon’s early career that become reasonable (95 %) only
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Fig. 8 Optical palpation of the fibula in an operatory room at Department of Maxillofacial
Surgery, Gui de Chauliac University Hospital, Montpellier, France (Left). Bone registered
with assessment points registered (blue) and detected with the laser (red)

for experienced surgeons (60 to 100 flaps) [2]. PSI can also be used but are
expensive and have to be printed for each patient. In contrast, despite the
significant initial investment necessary to use augmented reality, navigation,
or robotic assistance, it presents low operating cost (a medico-economic study
has to be done to assess this statement). It necessitates a precise registration
process and it is clear that a surface-based registration method, which does
not use fiducial markers placed on the patient before imagery, is beneficial
in terms of patient comfort and hospital flow. However, for a featureless and
cylindrical bone, this process could be difficult. Torres et al. [12] presented a
work on the femur which is similar in shape to the fibula but they used ultra-
sounds and could detect the malleolus that has distinguishable features. In
our work, malleolus is cut before the registration process thus cannot be used.
We have shown in a previous work [9] that, in the case of the fibula, using a
tracked stylus is possible but necessitate a trained surgeon. In this work, we
have shown that using dense surface acquisition by a 3D camera, combined
with point matching initialization, can perform a more precise registration,
without artificial markers, adapted to the featureless bones such as the fibula.

The structured light camera allows dense information acquisition, which
permits more accurate registration. Indeed, a more scattered point cloud
leads to more significant registration errors: for the same initialization, the
difference in the osteotomies generated by registration with a cloud of 20,000
points is 1 mm against 3.1 mm for a cloud of 500 points uniformly downsam-
pled from the original set (more results are given in Table 1).

The proposed method’s accuracy was evaluated on a 3D-printed fibula.
The mean of maximum osteotomies difference was 0.1 mm which is under
the precision requested in this surgical application within the literature (2
mm) [6]. The mean TRE for each point was [0.5±0.1;0.4±0.04;0.9±0.1] mm
along x, y and z which shows that the registration process is accurate. These
results also means that the major error is along the bone axis as expected
and is reproducible given the standard deviation within procedures. However,
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Table 1 Maximum distance between cutted and planned fragments with respect to the
number of points in the point cloud used for registration.

Number of points Max distance (mm)

100 5.5
500 3.1
1000 2.5
5000 2.3
10000 2.2
20000 1.0

there is a non-negligeable error along x and y which could be explained by a
non exact definition of (x,y,z) since the fibula is not stricly linear and has a
small curvature.

Surface-based registration with a tracked stylus is a standard method in
orthopedic surgery. This technique was used as a reference method to be
compared with the contactless proposed method using structured light. The
stylus method leads to a maximum error on fragments of 0.2±0.06mm, which
is similar to the camera method. TRE value on assessment points of 1.26 mm
is thus acceptable but less precise than the camera-based registration method
(TRE = 0.9 mm). Besides, the mean TRE of the stylus-based method varies
from 0.6 mm to 1.8 mm with an SD of 0.4 mm. This shows that this method
lacks reproducibility as it is visible on the box whisker plot (Fig. 5). In con-
trast, the optical method is more reproducible within the procedures since
global TRE is 0.9±0.2 mm. Furthermore, with the stylus-based method, TRE
decreases progressively when the same user performs the procedure ten times.
This shows that this method requires a longer learning curve from the user in
contrast with the optical method where the mean TRE is approximately con-
stant. However, more procedures with different operators have to be done to
observe a statistically significant learning curve. Concerning execution time,
even if for point cloud acquisition the camera is faster than the stylus (50 ms
vs 2 min), initialization with the laser beam, region of interest selection, and
camera placement necessitate 2.5±0.4 min that represents a 10% reduction in
the average time compared to the stylus. That is beneficial but not significant
w.r.t the surgery time. That could be improved using for instance the RGB
part of an RGBD camera to automate the identification of the initialization
points.

An inherent issue of the used registration algorithm (ICP) is its sensitiv-
ity to initialization. To handle this, three initialization points were used to
perform coarse registration, which ICP then refines. However, the location of
those points varies according to the surgeon’s experience, especially when eval-
uating the distance from the malleolus. We simulated this variability 200 times
and showed that even if the final TRE was linearly correlated with the first
point placement, this did not impact the final osteotomies (mean difference of
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0.8 mm between planed and performed osteotomies).Therefore, the introduced
methodology benefit from the simplicity, accuracy and speed obtained with
the ICP algorithm without being prone to its main drawback. Clearly, more
elaborate approaches (e.g. learning-based [19], probabilistic-based [20] and
other ICP-based methods [21, 22]) could be applied. Nevertheless, this would
come with the expense of an additional complexity of the overall method.
This aspect should be considered in future works and it is considered out of
the scope of the present paper.

The method feasibility was validated in the OR by acquiring a point
cloud and registering it with the CT-scan volume. This part of the validation,
although preliminary with respect to the assessment of precision, is relevant as
a feasibility evaluation in surgery. It showed that registration in the OR is pos-
sible and does not disturb the surgery workflow. It also provided an estimation
of the registration accuracy (average of 2.3 mm) which, even if greater than 2
mm, remains acceptable given the evaluation method itself. Indeed, it has to
be noted that this evaluation method has to be considered carefully since each
assessment point was only acquired once due to a lack of time in the operating
theatre. Besides, when aiming to a point, the center of the laser beam never
accurately corresponds to the real point coordinates because of the size of the
spot and human eye precision. The accuracy of the points localization with
this laser is in mean 0.8 mm with high in-plane SD (σx=0.6 mm, σy=0.7 mm,
σz=0.1 mm). It was computed by pointing to a known point engraved in a
3D piece 50 times and computing ∥WTMo .

MoP −W TMC
.MCTC .

CP∥ with Mo

the frame attached to the marker on the 3D piece.

Some limitations still have to be studied in future works. First, the location
of the malleolus under the skin could be hard to recover from in overweight
or traumatized legs and necessitates the use of an intraoperative ultrasound
scanner. Secondly, stripping the bone from the muscles and periosteum is
time-consuming. Moreover, finding and drawing initialization points requires
some time. Global optimization algorithms (that could require more time for
convergence) should then be studied to assess if they can deal with the cylin-
drical shape of the fibula without an initialization step. The time required for
initialization (or convergence) still has to be balanced with the conventional
flap harvesting time which is 50 to 125 min [23]. The registration process was
evaluated at 2.5 min but the global procedure time with navigation or robotic
assistance has to be studied. Finally, the proposed registration method can
be used for different types of CAS: augmented reality, navigation, or robotic
assistance. However, the setup is cumbersome as it necessitates the use of a
localizer and potentially a robotic arm. In a restricted area such as the OR,
it can be uncomfortable for the surgical team as they have to be aware of the
material and not obstruct the line of sight of the optical tracker. Further work
is required to address this issue.



Springer Nature 2021 LATEX template

REFERENCES 15

5 Conclusion

This work introduces and evaluates a contactless registration method adapted
to featureless surfaces as fibula using a structured-light scanner to implement
CAS for mandibular reconstruction with fibula free flap. The proposed method
aims to reduce the registration process’s invasiveness, user dependency, and
time. Our results show that our contactless method is precise enough for
surgery application while not using traditional anchored markers and is effec-
tive in terms of time. More validations are required and cadaver experiments
are planned. Further research is required to investigate the benefit-cost ratio
and final time-saving of our method compared to conventional procedures.
Overall, we believe that the work presented in this paper is an important
step towards providing assistance during fibula osteotomies for mandibular
reconstruction and potentially even other orthopedic surgical interventions.
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