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Abstract—Mission-critical Internet of Things (IoT)-based net-
works are increasingly employed in daily and industrial in-
frastructures. The resilience of such networks is crucial. Given
IoT networks’ constantly changing nature, it is necessary to
provide dependability and sustainability. A robust network
monitoring can reinforce reliability, such that the monitoring
mechanism adapts itself to real-time network instabilities. This
work proposes a proactive, dynamic, and distributed network
monitoring mechanism with monitor placement and scheduling
for 6LoWPAN-based IoT networks intended for mission-critical
applications. The proposed mechanism aims to ensure real-time
monitoring coverage while respecting the limited and changing
power resources of devices to prolong the network lifetime.

Keywords—IoT networks; Reliability; Monitor Scheduling;
Dynamic; Proactive Monitoring; Critical Missions

I. INTRODUCTION

The Internet of Things (IoT) is a global network and
service infrastructure composed of heterogeneous things with
identities and physical and virtual attributes and seamlessly
integrated into the Internet [29]. The IoT aims to offer various
services by enabling things to be connected anytime, anyplace,
with anything and anyone, and ideally using any network
infrastructure. By connecting billions of things to the Internet,
IoT created a plethora of applications that touch every aspect
of human life, to name but a few: wearables, smart homes,
smart cities, smart grids, and connected cars. IoT is present
mainly in manufacturing, production, system monitoring, au-
tomation, and also in the Industrial IoT (IIoT) (often referred
to as Industry 4.0) [7].

An essential category of IoT networks in industrial ap-
plications is the Low-Power and Lossy Network (LLN).
Following the indications in RFC 7102 [43]: an LLN is a
network of embedded devices with limited power, memory,
and processing resources. LLNs are typically optimized for
energy efficiency. They may use IEEE 802.15.4, which can
be applied in IIoT, building automation, connected homes,
healthcare, environmental monitoring, urban sensor networks,
asset tracking, and more. However, the use of LLN in critical
systems is challenging.

IoT networks have self-configuring capabilities and should
be based on standard and interoperable protocols to foster
smart, sustainable, and inclusive IoT services and products

[11]. Unfortunately, they are often characterized by several
challenges. The tight energy, memory, and processing con-
straints of the things and unreliable radio communication are
naturally added to the difficulties of node failures, long-term
network instability, security, and resource-exhaustion attacks
[19, 32].

For resource-constrained IoT entities, minimizing the en-
ergy consumed for communication and computing is a primary
constraint [42]. Moreover, there is an aggravating need to
devise solutions that optimize energy and enhance IoT sus-
tainability, which recently became a hot research area [30,
11]. Hence, the motivation for investigating the development
of detailed protocol (re)design and usage to reduce energy
consumption during normal operation and under Denial of
Service (DoS) attacks, especially for domains where network
robustness and safety requirements are crucial [19, 18].

The following section, Section II, describes the motiva-
tions behind our research in response to the requirements
of mission-critical IoT solutions and those of a consequent
monitoring mechanism. Section III reviews the state of the art
and mentions the gap that our research fills. Section IV de-
scribes the essential elements of the original CGS scheduling
algorithm for area coverage, and then it presents our adaptation
for realizing IoT network monitoring. The experimentation
of the proposed mechanism is shown in Section V. Finally,
Section VI summarizes the conclusions of our and the possible
future research directions.

II. CHALLENGES & REQUIREMENTS

Several challenges are faced when deploying IoT solutions,
(summarized in Table I).

Our research focuses on applications where the results are
essential, and the mission has to be successful at any cost. Such
applications are well-known as mission-critical since they
deal with serious situations with high priorities for increased
reliability and network coverage.

Examples of mission-critical applications are safety-
oriented ones such as surveillance for safety and security
applications [13]. IoT is ideal here since it can be success-
fully integrated within mission-critical systems deployed at
locations where human presence is impossible due to human
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Table I
IOT SOLUTIONS’ DEPLOYMENT CHALLENGES

Instability. Unreliable, lossy channels with unpredictable bandwidth
between things [33], and eventual node unreachability [37].

Limited network lifetime. Lifetime should be maximized by incor-
porating duty-cycling mechanisms (i.e., Active/sleep alternation by the
turn on/off of the nodes’ activity)[17].

Resource constraints. Things have stringent resource constraints for
energy, processing power, and memory of devices [33].

Mobility. Mobile devices and highly dynamic network topology [14].

Vast number of heterogeneous devices. The increasing number of
connected devices produces scalability issues in data communication,
networking, service provisioning, and management.

vulnerability to security risks. The shared wireless medium and
access to the Internet alleviate the effect of security risks [21].

Denial of Service (DoS). Also known as resource-exhaustion attack is
one of the significant threats to availability, depriving users of services
by consuming IoT nodes [41].

life’s dangers. In such cases, gathering information can be
done through IoT sensors and sent directly to the processing
hubs [35] to detect failures and assess dangerous events.
Thus, corrective, preventive, and rescue actions can be taken
promptly.

Other examples of mission-critical applications are:

• military applications such as intrusion in remote or hostile
environments,

• environmental monitoring such as detecting the presence
of methane and carbon monoxide gases in mines and
triggering rescue protocols,

• disaster management, for instance, detecting radioactive
and toxic gases in hostile environments,

• rescue operations, for instance, detecting fires, jostling in
large smart stores, and triggering evacuation protocols,

• health monitoring to monitor chronic disease patients [8]
and heart, panic, and epileptic-related attacks of drivers
through the Internet of Vehicles (IoV) to prevent accidents
[15].

For critical applications, the recovery time in case of
network failure could be intolerable. Application robustness,
fault avoidance, and recoverability of communicant objects in
the network in uncertain information require effective defense
mechanisms; weaknesses must be controlled and corrected
before disrupting service provision. Thus, to prevent the dete-
rioration of IoT systems and maintain a fault-tolerant solution,
effort should be invested in developing proactive, efficient
monitoring of the network, and fast correction mechanisms
[37, 24, 31].

III. BACKGROUND, RELATED WORK, &
RESEARCH GAP

A. Related IoT Enabling Protocols & Monitoring Tech-
niques

Several solutions to solve the connection and cooperation
of things under different exigences exist in IoT. Some permit
long-range communication using low energy (cf. [34] for a
survey on Low Power Wide Area Networks). Let us note as an
example LORA [6], the counterpart of the solution is sporadic
communication resulting in very low bandwidth (cf. [1] for the
limitations of LORA). For these limitations, we exclude long-
range networks from our study.

A significant step to creating a serviceable IoT domain is the
adaptation of the functioning to IP protocols. IEEE 802.15.4
is a well-known and widely used standard launched in 2003.
It defines how Low-Rate Wireless Personal Area Networks
(LR-WPANs) operate and the specifications of the Medium
Access Control (MAC) and Physical (PHY) layers for LR-
WPANs [16]. Moreover, IEEE 802.15.4 can be used for many
higher-layer standards, such as Zigbee, Wireless HART, and
radio frequency for consumer electronics.

Intending to allow low-end devices with limited power to
connect to the Internet, the IETF created 6LoWPAN in 2004
[26]. The goal of 6LoWPAN was to include an adaptation
layer between the IPv6 and the IEEE networks. This layer has
encapsulation and compression techniques to enable adequate
IPv6 packets’ transmission over IEEE 802.15.4 communica-
tion channels. For recent reviews and studies of 6LoWPAN cf.
[9, 44, 12].

As mentioned above, one of the pertinent challenges in
LLNs is to use an efficient routing protocol that meets the
applications’ requirements, such as considering low-power IoT
devices and short transmission ranges. In response to these
challenges, standardization groups, specifically the Internet
Engineering Task Force (IETF) and the Institute of Electrical
and Electronics Engineers (IEEE), standardized a broadly
applied Routing Protocol for Low-Power and Lossy Networks
(RPL) that was proposed in RFC 6550 [4].

In this cost-based routing protocol, a Destination-Oriented
Directed Acyclic Graph (DODAG) is built, directed from the
things to a central node corresponding to a border router (BR)
toward the other parts of the Internet. In the DODAG, nodes
are organized into a "layered" tree, starting from a single root
(the BR). The construction of each tree-like DODAG is based
on the attribution of" ranks" (the rank defines the position
of the node in the DODAG to the neighbors and the BR
descending from the root), which is computed via applying
an Objective Function (OF) which can eventually be defined
based on QoS metrics (e.g., delay). Usually, a node forwards
the data to a parent (with a lower cost, i.e., lower rank) toward
the sink. The DODAG can be used to send messages to things
and actuators [9].

Network monitoring tools generally aim at detecting and
localizing network faults and taking corrective actions. A
monitoring technique ensures earlier detection of failures and



Table II
CENTRALIZED MONITORING ARCHITECTURES’ PROS & CONS

Centralized monitoring

Advantages:
• allows for simpler network management
• The base station is always assumed to be accessible

and can be equipped with unlimited resources,
• can perform complex management tasks, thus,

reducing the processing burden on resource-
constrained nodes, and

• the base station has a global knowledge of the
network, and therefore, it can provide accurate
management decisions.

Disadvantages:
• it incurs a high message overhead (bandwidth and

energy) from data polling, and this limits scalabil-
ity,

• the base station is a single point of failure,
• they limit the possibility of creating ad-hoc do-

mains without dedicated infrastructures,
• they represent a more static worldview, where de-

vice roles are fixed, rather than a dynamic world-
view that recognizes that networks and devices, and
their roles, may change over time, and

• if a network is partitioned, nodes that cannot reach
the base are left without any management function-
ality.

accelerates the repair. RPL proposes local repair and global
repair mechanisms to reestablish the routing structure if it
is failed [9]. These repair mechanisms are reactive since
they are activated when a failure is detected. Consequently,
nodes might be unreachable. As reported in [37], the average
unreachable time of the node during DODAG reconstruction
is almost three and a half minutes, which is the reason why
numerous researchers have expressed concern over the routing
issues in the IoT environment (cf. [3, 2]). For a recent review of
the security of RPL-based 6LoWPAN networks in the Internet
of Things [44].

A relatively similar problem is the monitoring of Wire-
less Sensor Networks, for which several monitor placement
algorithms have been proposed. An extensive survey of MAC
protocols can be found regarding mission-critical applications
in [17]. There are a few propositions to supervise IoT network
nodes [22, 23]. They propose passive monitoring techniques
that use RPL in which the monitors are special, higher-
order devices not limited in their resources. Unfortunately, this
constraint is challenging since higher-order devices typically
only constitute the minority of nodes in IoT networks. Con-
sequently, it is only possible to cover the nodes and links
partially.

The management of the monitoring system (and its schedul-
ing) can be centralized or distributed (cf. [38, 25]). In central-
ized network management, a central entity, generally known as
the base station, acts as the management station that collects
information from all nodes and controls the entire network.
Table II summarizes the advantages and disadvantages of
centralized monitoring.

In previous work, energy-efficient monitor placement and

scheduling in 6LowPAN were formulated in [27] as a multi-
objective scheduling problem. The paper proposes a central-
ized computation where the objectives cover the minimization
of energy consumption and the communication cost of moni-
toring.

The proposition is split into three phases. At first, the
potential monitor sets (minimal vertex cover sets) are gener-
ated. The energy-efficient alternation of monitor sets needs
the assignment of monitor sets on time periods. This sub-
problem is modeled as a Multi-Objective Generalized Assign-
ment Problem. In the third phase, nodes’ state transitions are
optimized by solving a Traveling Salesman Path Problem (each
node corresponding to a monitor set in a period). As a result of
the decomposition, the method is not exact but gives optimums
in each individual phase.

In subsequent work (cf. [28]), the exact formulation of
the corresponding NP-hard optimization problem is described.
The proposed model is based on a Binary Integer Program.
The computed solution of centralized scheduling is optimal.
However, as the problem size gets larger, the networks get
denser. As a result, computing the assigned monitors’ optimal
schedule results requires a significantly long time. Hence,
a distributed and simple mechanism is preferable. sporadic
communication resulting in very low bandwidth (cf. [1] for
the limitations of LORA). For these limitations, we exclude
long-range networks from our study.

B. Research Gap & Contributions
Compared to existing solutions, the roadblocks to over-

come include integration and interoperability to standardized
protocols and advanced technologies across the value chain
(devices, networks, middleware, service platforms, and appli-
cation functions) to foster smart, sustainable coverage of user
needs for IoT services and products in the specific real-life
scenarios of the pilot.

Concerning the potential application of 6LowPAN-based
IoT networks and applying RPL in systems with a critical
mission, our work focuses on developing a proactive monitor-
ing solution that monitors cover the entire IoT network. From
the point of view of efficiency, the placement of monitors is
crucial. Consequently, the following research question is posed
to ensure full monitoring coverage: How many monitors are
required, and where should they be placed?".

Considering the limited computational capacity of simple
IoT devices, it is imperative to reduce and distribute the added
energy and communication cost of monitoring. To preserve
the power of batteries and prolong the network’s lifetime in
battery-powered WSNs and IoT, duty cycles (alternations of
awake and sleep states of nodes performing primary functions)
are usual, required techniques [17].

A crucial requirement is achieving real-time adaptability
to network changes by providing a dynamic worldview that
recognizes that network connectivity and devices’ health and
roles may change over time. Consequently, monitoring cover-
age should be ensured while respecting the devices’ limited
and changing resources.



Moreover, given the fragility of the centralized solutions,
and the controls, we propose a distributed and simple schedul-
ing mechanism to compute and alternate monitor sets.

In a nutshell, this work proposes a proactive, dynamic,
and distributed network monitoring mechanism with monitor
placement and scheduling for 6LoWPAN-based IoT networks
intended for mission-critical applications. The proposed mech-
anism aims to ensure real-time, efficient monitoring cover-
age while respecting devices’ limited and changing power
resources to prolong the network lifetime.

According to the comprehensive literature review performed
in this research, to the best of our knowledge, no research
work has proposed monitoring models with dynamic, energy-
efficient role scheduling and integration with the standardized
RPL and 6LoWPAN protocols.

IV. PROPOSED PROACTIVE DYNAMIC IOT
NETWORK MONITORING TECHNIQUE

A. IoT monitoring specifications, requirements, & objectives

This section explains the main requirements, assump-
tions, and objectives for network monitoring for resource-
constrained IoT.

One of the critical requirements is designing a monitoring
mechanism that is entirely interoperable with the standardized
IoT protocol suite, especially the IPv6 for Low-power Wire-
less Personal Area Networks (6LoWPAN) and the Routing
Protocol for Low-power and lossy networks (RPL).

As mentioned in the Related Work section, the authors in
[23] proposed a monitoring technique in which the monitors
are special, higher-order devices with unlimited resources.
Since higher-order devices typically only constitute the minor-
ity of nodes in IoT networks, the nodes, and links could only
be partially covered, risking the possibility of an undetected
node failure, which is unacceptable in mission-critical appli-
cations. For this reason, in the proposed model it is required
to perform monitoring by ordinary, resource-constrained nodes
in the application.

Moreover, we propose a passive monitoring technique to
supervise the network’s state and the availability of nodes
and links. This requirement ensures observing the network’s
functioning and traffic without causing additional monitoring
traffic and overhead.

Since monitoring is only one of the activities performed by
the things, the power of batteries is consumed by monitoring
and other activities like sensing, transmitting, and receiving.
Such activities are the primary activities defined by the IoT
network’s original mission; the monitoring mechanism does
not control them. However, the eventual changes in the
power resources as a result of the primary function of the
things should be dynamically observed since they affect the
scheduling of the monitors. Table III summarizes the proposed
model’s requirements.

Given the above-stated requirements, the objectives of the
propositions of this work are as follows:

Table III
MONITORING SPECIFICATIONS & REQUIREMENTS

Interoperability. Monitoring should be interoperable with the stan-
dardized IoT protocol suite, specifically 6LoWPAN and RPL proto-
cols.

Passive Monitoring using resource-constrained nodes.

Efficient Monitoring. Things have stringent resource constraints with
only a fraction of the battery reserved for monitoring.
Pervasive Monitoring. In addition to the monitoring role, Things
perform sensing, transmission, and/or actuation.
Dynamic Monitoring. Real-time adaptability that recognizes the
change in network connectivity and devices’ health.

• improving the resilience of critical-mission IoT domains
via scalable, real-time monitoring that covers all network
elements belonging to the concerned instance,

• balancing energy usage between monitors and following
the eventual changes in the topology. The monitor set can
(should) be changed dynamically, and

• computing (electing) the monitor set should be dis-
tributed.

be changed dynamically.

B. Overview of Controlled Greedy Sleep(CGS) Algorithm

The Controlled Greedy Sleep (CGS) algorithm proposed
in [40] targets Wireless Sensor Networks used to monitor an
area. Leveraging the high redundancy feature usually present
in sensor networks, the mechanism’s objective is ensuring that
a required number : of sensors can provide measurements
from each point in the area.

The mechanism is periodical; the lifetime of the WSN
is prolonged by using different sensor sets in the periods.
The selection and scheduling (duty-cycling) mechanism should
ensure the :-coverage by the active sensors at each period. The
distributed CGS provides a quasi-optimal sensor scheduling
solution while respecting sensor node deployment and energy
constraints. The same idea (duty-cycling) is used to organize
network monitoring. Precisely, it is required that the additional
monitoring load is distributed on the nodes by alternating
between the monitor sets.)

The sensing assignment in the sensor network is represented
by a bipartite graph �0 = ((∪ ', �), where two disjoints sets
of vertices represent the nodes ( and geographical regions '
(cf. Fig. 1), respectively. A region is the set of points in the
area that a given sensor set can cover. In �0, there is an edge 4
between sensor B ∈ ( and region A ∈ ' if and only if B covers
region A. Sensors covering the same region can communicate
directly since the communication range is at least twice the
sensing range. The algorithm applies a drowsiness factor,
which models the state of the sensors and their "desire" to
sleep. The factor is computed at the beginning of each period
for each node in a distributed manner. Supposing that a sensor



Table IV
GLOSSARY OF MODELING TERMS

Term Description

: Required number of sensors to provide measurements
from each point in the monitored area.

( Set of vertices representing the sensing nodes, B ∈ (.
' Set of vertices representing the geographical regions, A ∈

'.
�0 Bipartite graph representing the sensing assignment in

the sensor network, consisting of the two disjoint sets (
and ' and the set of edges � .

�B Remaining energy of sensor node B
�B Drowsiness factor of sensor B, which represents the state

of the sensor and its desire to sleep.
ΦA Coverage ratio of region A .
�A The number of sensors covering region A (the degree of

A in �).
�)�B Decision Time Delay of node B, the time elapsed until

each node B decides whether to stay awake or go to sleep.
�" An Awake Message broadcast by B to inform the other

nodes of its decision to stay awake.
�!B Delay List of node B
!�#B List of Awake Neighbors of node B.

node B has �B remaining energy and can cover a set 'B ⊆ ',
its drowsiness factor �B is defined as follows:

�B =

{ 1
�U
B

∑
A ∈'B

ΦA if ΦA > 0,∀A
-1 otherwise.

}
(1)

where U is a positive constant (e.g. U = 2), and ΦA is the
coverage ratio of region A, defined as follows:

ΦA =

{
1

�A−: if �A > :
-1 otherwise.

}
(2)

Here, �A is the degree of the region A in �, i.e., the number
of sensors covering A . : is the desired level of redundancies
in the coverage. This so-called "coverage ratio" ΦA is positive
if the region A is over-covered, i.e., more than : sensors can
cover it, and negative otherwise.

The drowsiness factor expresses a certain degree of the
critical situation of the sensor. A sensor covering regions
with low over-coverage could and should participate in more
possible solutions than those covering regions also covered
by many other sensors. The drowsiness factor is computed as
the sum of the coverage ratios of the regions the sensor can
observe. Consequently, sensors in critical positions could go
to sleep whenever possible. Moreover, the drowsiness factor
considers the energy of the sensor B; the smaller the sensor’s
energy, the larger its drowsiness. This factor permits a trade-
off between energy usage and critical situations.

Depending on �B , each node B computes a Decision Time
Delay �)�B inversely proportional to �B and broadcasts it to
its neighbor. When a sensor decides to be awake, it informs
the neighbor nodes with an awake message (�"). From the
received �)� and �" messages, each node builds a Delay
List (�!B) and a List of Awake Neighbors (!�#B). After
�)�B time elapsed, each node B decides based upon its lists:
If all A ∈ 'B can be covered using only nodes present in !�#B

and nodes present in �!B (these latter nodes are nodes not yet
decided), then node B goes to sleep. Otherwise, B decides to
be active and broadcasts an �" to inform the other nodes of
its decision. Briefly, the CGS algorithm works as follows:

1) Run the network for a period of T
2) Wake up all sensors
3) Nodes with energy enough for at least one more period

broadcast local Hello messages containing node geo-
graphical location

4) Each node B calculates its own drowsiness factor �B
5) Based on �B each node selects a Decision Time Delay

(�)�B)
6) Each node B broadcasts its �)�B and collects other

nodes’�)� and �"

7) From the received messages and after �)�B , each node
B decides its state for the next period.
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Figure 1. Bipartite graph showing the coverage of the sensors (B1, ..., B5)
and the sensing regions (A1, ..., A8).

This mechanism is a valid starting point for IoT network
monitoring, but necessary adaptations are needed.

The following Section describes the proposed model and
algorithmic solution.

Suppose a critical mission is realized using a DODAG
topology �C = (+C , �C ) for routing.

C. Organization and Concepts
The starting point of the developed proposition is based

on the mechanism of the Controlled Greedy Sleep (CGS) [40]
algorithm. Necessary adaptations are needed to satisfy the IoT
network monitoring requirement.

The proposition contains two major elements:
• a cooperation protocol between nodes to assure the dis-

tributed scheduling, and
• an efficient computation algorithm to prepare the moni-

tors’ awake/sleep decisions.
The monitoring activity is organized in a timeline that is
decomposed into a sequence of periods, ) = {C1, C2, ..., C<}
(cf. Fig. 2). Each period is characterized by the set of active
monitors and the duration of the period: C< = ((0

9
, C 9 ),

where the set (0
9

is the active monitor subset during C 9 that



 

Negotiation 
 Period Active monitoring (𝑡𝑡1𝑎𝑎) 

Sleeping Period (𝑡𝑡𝑚𝑚𝑠𝑠 )  
 

Sleeping Period (𝑡𝑡1𝑠𝑠)  
 

Negotiation 
 Period Active monitoring (𝑡𝑡𝑚𝑚𝑎𝑎 ) 

Period t1 Period tj Period tm 

Figure 2. Monitoring Timeline, ) = {C1, C2, ..., C< }.

solves the coverage of the graph representing the current
network topology. All periods assume the same period length.
Moreover, a significant topology change (for instance new
duty cycle) involves a new computation timeline T for the
monitoring. The following definitions for node sets are used
to describe the monitor selection and scheduling algorithm:

Table V
NODE SETS IN THE MONITOR SELECTION AND SCHEDULING ALGORITHM

Definition

- Candidate neighbor set. Each node = ∈ +C has its candidate neigh-
bor set #=, which is the set of nodes in
the reception range of = (these nodes can
be safely observed by =). It is the set of a
potential target for = to monitor (set '= in
the bipartite graph � defined by the CGS
mechanism).

- Concurrent monitor set. This set (= is composed of other potential
concurrent monitors that can monitor at
most one of the potential targets of =. Nodes
in #= but not only them are in (=. A node
G, which is outside the reception range of
= but can monitor a node H inside of #=,
should be considered a concurrent monitor
node for =. G is a neighbor node of H, a
neighbor of =.

Consequently, it is essential to increase the knowledge of ev-
ery node such that it knows the neighbors of its neighbors. One
neighbor of one of its neighbors is usually called Neighbor-
of-Neighbor (#>#) [20].

- Awake Neighbors. Similarly to CGS, each node = and at
each moment of negotiations should know the set of concurrent
monitors that are still awake for monitoring. This subset of (=
can be represented by the List of Awake Neighbors of = !�#=.

Symmetric links are assumed; = can communicate with the
neighbor nodes in #= and observe them. During monitoring,
a node selected as a monitor covers a subset of its candidate
neighbor set.

Similar to CGS, at the beginning of each monitoring pe-
riod, there is a short negotiation period (cf. Fig. 2), where
the communication between neighbors is established. This
periodical communication between neighboring nodes must be
accomplished for the following purposes:
• updating the candidate neighbor set (= for all = ∈ +C ,

so that the current List of Awake Neighbors !�#= is
known, which constantly changes due to the lossy nature

of 6LoWPANs or simply because of the applied duty
cycling mechanism,

• informing neighboring nodes of the updated coverage
ratio of each node, and

• informing neighboring nodes of each node’s monitoring
awake/sleep decision for the next period.

The problem presented in this work is mapped to the one
dealt with by the CGS algorithm [40], albeit with significant
differences.
• In CGS, the set ( of concurrent sensors and observed

regions ' are disjoint (they are geographical regions, cf.
Fig. 1). The two sets are composed of the same nodes for
the problem in hand, where a monitored node can also be
a monitor for another. The organization of the node sets
is not a simple duplication of nodes. The edges should
reflect the real possibilities of monitoring (the NoN set
of nodes should be considered).

• In CGS, sensors are identified by their geographical
locations. On the other hand, in 6LoWPAN-based IoT
networks, the nodes’ radio communication ranges are
defined by link-local reachability, where nodes are dis-
covered by the 6LoWPAN Neighbor Discovery Protocol
(NDP) 1, and identified by unique RIME/IPv6 addresses.

• There is an edge between monitor B and element A in the
graph �0, if and only if A is within the radio environment
of B. For monitor placement, the direction of edges is
irrelevant, which implies that if there is a directed edge
from B to A , B will be able to monitor A , and A can monitor
B. Undirected graphs are used in several routing protocols,
as in the models of [36], and [10].

• In the area coverage by WSNs, sensors that can observe
the same region are neighbors for communications, a fact
that does not apply to monitoring the wireless network
itself. In the proposed dynamic monitor scheduling algo-
rithm, it is essential to increase the knowledge of every
node, such that it knows the state of all nodes that can
observe at least one of its neighbors. Moreover, each
node must know the neighbors of its neighbors, known
as the Neighbor-of-Neighbor (#>#) set [20]. A node is
awake/sleep schedule in the next period C 9 is affected by
the state of its #># . The concurrent monitor set of a node
= is the union of its neighbor and #># sets, as given in
(3).

(= = #=

⋃
#>#= (3)

The requirement of the knowledge of #>#s is illustrated
in Fig. 3.
For E1 and E3, #1 = {2, 3, 5}, and #3 = {1, 6} re-
spectively. Suppose that it is decided that E6 is "sleep-
monitoring" in the next period C 9 . If E1 goes to sleep mode
in the same period, E3 will not be covered. Therefore, E1
should know its neighbors of neighbors, which includes
#>#1 = {E4, E5, E6, E7}. For E1, knowing that a member

1NDP is a messaging protocol that facilitates the discovery of neighboring
devices over a network [39].



of its #>#1, namely, E6, is sleeping, it should decide to
stay "active-monitoring". Otherwise, the neighbor of E1,
E3, will not be covered.
The bipartite graph giving the relations between this
illustrating network’s potential monitoring and monitored
nodes and a possible monitoring set of nodes are depicted
in Fig. 4.

In our proposition, the monitoring system is relatively simple
(in this case, the minimal coverage ratio : is equal to 1). It is
a cheap and straightforward mechanism. The inconvenience of
this solution is that some nodes (eventually monitor-actives)
can be in a critical situation in the monitoring. It is the case
when an active node is the only one monitoring another node.
This case is illustrated in Fig. 4. In this example, nodes 2, 3,
and 6 are monitored by only one monitor. Suppose that node
3 (which is also a monitor) fails. Then, until the repair of
this failure, node 6 is not monitored. A :-coverage of nodes
with : > 1 constraint can be applied to improve the fault
tolerance of the monitoring system. For instance, by applying
a 2-coverage of nodes, the monitoring system will tolerate
a first failure of a monitor and can continue the monitoring.
However, a node failure impacts the network’s primary critical
mission and the communication between the nodes and the
BR. Consequently, after detecting a failure, it is necessary to
repair the DODAG used by the application and immediately
recompute its monitoring system.

D. Scheduling Mechanism
The proposed monitoring and the corresponding scheduling

are described in Algorithms 1, 2, 3, and 4. The monitoring
must function during the timeline’s length, represented by
)8<4;8=4_!4=6Cℎ. At the beginning of a new monitoring
period, C<, all nodes wake up (Algorithm 2 Step 2.1), estimate
their remaining power (�B), and initialize their parameters.
Nodes with a remaining energy level high enough for mon-
itoring (more than a given �=4A6H_)ℎA4Bℎ>;3) for at least
one more period locally broadcast an Awake Message (�")
(Step 2.8). Otherwise, to conserve the remaining power for
its primary function (sensing, actuation, and transmission), it
broadcasts a Sleep Message (" and chooses the "monitoring-
sleep" state (Steps 2.9 & 2.10 ). Naturally, those nodes are
considered "sleeping" nodes.

It is noteworthy that the monitoring mechanism does not
influence the node’s primary duty cycle, i.e., the radio is turned
off only if it is idle for its primary function. Our computation
concerns only the monitoring task, and the decisions are
to select either a state of "monitoring-active" or a state of
"monitoring-sleep".

When a node = receives a message from a neighbor,
there are several tasks to perform: (1) update its List of
Awake Neighbors (!�#=), either by adding or removing
this neighbor’s address according to the neighbor’s received
state (monitoring-active or monitoring-sleep) (Algorithm 3
Step 3.2). Then, (2) update its list of Neighbors-of-Neighbors
(#>#=) from the received list of neighbors, !�#=486ℎ1>A
(Step 3.3). (3) Compute its own coverage ratio (cf. Equation 4),
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Figure 3. For E1, knowing that a member of its #>#1, namely, E6, is
sleeping decides to stay active-monitoring to ensure that its neighbor, E3, is
covered.
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R: target nodes to be monitored 

S: potential monitoring nodes 

Figure 4. A possible result of the election of monitors in the example of
Fig. 3.

and (4) update its Delay List �!= (Steps 3.4 & 3.5). Finally,
(5) broadcast the updated parameters to its neighbors (Step
3.8).

At the end of the negotiation period, each node has to
decide whether it will be "monitoring-active" or "monitoring-
sleep" for the rest of the monitoring period. Algorithm 4
describes how these decisions are made, which mainly depend
on the 3A>FB8=4BB_ 5 02C>A= (cf. Equation 1). Each monitor’s
drowsiness factor includes the sum of coverage ratios of
the objects it can monitor. Negative drowsiness indicates
that a monitor cannot choose the "monitor-sleep" state. The
smaller the energy �= of a monitor candidate, the larger its
drowsiness factor. On the contrary, minor drowsiness means
a long Decision Time Delay (�)�) (cf. Equation 5). These
delays provide priorities when nodes announce their Awake
Messages (�").

A monitor participating in several critical coverages is more
likely to engage in several possible solutions than other po-
tential monitors simultaneously covered by alternative nodes.
Therefore, they have more significant drowsiness factors (cf.
Equation 4). This property forces the nodes in critical situa-
tions to deactivate monitoring whenever possible and permits
the loading of monitors which are in less critical situations.

Each node = ∈ +C has received the 2>E4A064_A0C8>=486ℎ1>A



Algorithm 1 PROCEDURE DYNAMIC_DISTRIBUTED_MONITORING

Input: �=4A6H_)ℎA4Bℎ>;3, )8<4;8=4_!4=6Cℎ, %4A8>3_!4=6Cℎ, #46>C80C8>=_%4A8>3
Output: Real-time monitoring schedule of 6LoWPAN-based IoT network

begin
1.1 while C8<4;8=4_C8<4A < )8<4;8=4_!4=6Cℎ do
1.2 while ?4A8>3_C8<4A < %4A8>3_!4=6Cℎ do
1.3 while =46>C80C8>=_C8<4A < #46>C80C8>=_%4A8>3 do
1.4 forEach = ∈ � do
1.5 START_UP();
1.6 RECEIVE_MESSAGE();
1.7 DECIDE_STATE();
1.8 end forEach
1.9 end while
1.10 end while
1.11 end while
end

Algorithm 2 PROCEDURE START_UP

Input: �=4A6H_)ℎA4Bℎ>;3
Output: Initialize node state

begin
2.1 RADIO_ON();
2.2 if �= > �=4A6H_)ℎA4Bℎ>;3 do
2.3 BC0C4= ←− 1;
2.4 3A>FB8=4BB_ 5 02C>A= ←− -1;
2.5 2>E4A064_A0C8>= ←− -1;
2.6 �)�= ←− 0;
2.7 LOCAL_BROADCAST(�", BC0C4=, 3A>FB8=4BB_ 5 02C>A=, 2>E4A064_A0C8>=, �)�=);
2.8 else
2.9 LOCAL_BROADCAST((", BC0C4= ←− 0);
2.10 RADIO_OFF();
2.11 end if
end

Algorithm 3 PROCEDURE RECEIVE_MESSAGE

Input: Address of =486ℎ1>A , BC0C4_=486ℎ1>A , !�#_=486ℎ1>A, 2>E4A064_A0C8>_=486ℎ1>A,
�)�_=486ℎ1>A

Output: Update !�#=, #>#=, 2>E4A064_A0C8>=,
�!=; LOCAL_BROADCAST updated parameters

begin
3.1 if BC0C4=486ℎ1>A > 1 do
3.2 !�#= ←− !�#= ∪ =486ℎ1>A;
3.3 #>#= ← #>#= ∪ !�#=486ℎ1>A ;
3.4 UPDATE_COVERAGE_RATIO(2>E4A064_A0C8>=486ℎ1>A );
3.5 UPDATE_DL(�)�=486ℎ1>A );
3.6 else !�#= ←− !�#=/=486ℎ1>A;
3.7 end if
3.8 LOCAL_BROADCAST(BC0C4=, 2>E4A064_A0C8>=, !�#=, #>#=);
end



Algorithm 4 PROCEDURE DECIDE_STATE

Input: !�#=, #>#=, �!=
Output: node B decides whether to stay active monitoring or sleep in

C 9 and accordingly broadcast �" or ("
begin
4.1 if 2>E4A064_A0C8>=486ℎ1>A & 2>E4A064_A0C8>#># >= 0

∀=486ℎ1>A ∈ !�#=,∀#># ∈ #>#= do
4.2 COMPUTE_DROWSINESS_FACTOR();
4.3 COMPUTE_DTD();
4.4 if �)�= < �)�=486ℎ1>A ∀=486ℎ1>A ∈ !�#=, ∀�)�=486ℎ1>A ∈ �!=
4.5 LOCAL_BROADCAST((", BC0C4= ←− −1);
4.6 WAIT(�)�=);
4.7 RADIO_OFF();
4.8 end if
4.9 3A>FB8=4BB_ 5 02C>A= ←− −1;
4.10 LOCAL_BROADCAST(�");
4.11 end if
end

of the members of its !�#= and #>#=. If at least one of its
neighbors or Neighbors-of-Neighbors is under-covered, (i.e.,
has a negative coverage ratio), this indicates that at most
one node can monitor it. Therefore = decides to stay awake
for monitoring to maintain successful coverage (Step 4.9).
Accordingly, it broadcasts an �" (Step 4.10). Otherwise, it
can choose the "monitoring-sleep" decision depending on the
comparison between its own �)�= (cf. Equation 5) with its
neighbors’ �)�=486ℎ1>A . The different �)�=486ℎ1>A values
were previously received and saved in the Delay List �! (Step
4.4). In the case where = has the smallest �)�=, it broadcasts
an (" and turns off the monitoring activity (Steps 4.5 - 4.7).

ΦA =

{
1

�A−1 if �A > 1

-1 otherwise.

}
(4)

�)� =

{
1
�B

if �B > 1

0 otherwise.

}
(5)

The decision delays �)� of nodes are less than the length
of the negotiation period. In this manner, all available nodes
in the network decide to be monitor-active or monitor-sleep
before the next period. As it was shown, if the concurrent and
awake monitoring nodes of a node = can ensure the coverage
of the potential target nodes of =, then this latter chooses the
monitor-sleep state.

Property 1: In each period, the set of monitor-active nodes
of a connected DODAG is a minimal covering set2.

V. EXPERIMENTATION OF THE PROPOSITION

The following experimentation illustrates the functioning
and the performance of distributed scheduling. We analyze
the effect of the reserved battery level for monitoring, the
period length on the distribution of energy usage, and the
network size. There is no existing, similar heuristic to compare

2Remember, a minimal covering set is not obligatory a minimum set, but
it can not be reduced without the loss of coverage.

Figure 5. Radio communication within a network of 50 devices of type
WisMote; node 1 is the Border Router.

with our distributed solution. The proposition for IoT network
monitoring in [23] is different because it is based on particular
monitor nodes.

A. Implementation & Experimental Setup

The proposed monitoring system for the resilience of critical
IoT domains is implemented on the Contiki Operating System.
For dynamic monitoring placement and scheduling, nodes’
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Figure 7. The average energy consumption of different-sized networks,
Timeline Length = 10000 ms, Period Length = 2000 ms, Negotiation
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current power levels should be estimated as accurately as
possible. The device’s power is allocated to monitoring and,
more importantly, to the primary activities, including sens-
ing, actuation, processing, and transmission. The monitoring
schedule should be efficient enough not to influence the energy
required to perform the primary functions. The WisMote [5] is
taken as a candidate platform for the monitoring mechanism.
It features a 16-bit MSP430 with 20-bit support, 16 :� RAM,
a nominal 128 :�, 192 :� or 256 :� ROM, and CC2520
radio transceiver, with light, battery, and radio sensors. It is
powered by a pair of AAA batteries with 3 volts. The total
energy available by the WisMote is calculated as follows:

2×(1.15 �ℎ)× (1.5 +)× (3600 B) = 11421 � = 11421000 <�
(6)

The POWER_TRACE procedure is embedded in Contiki to
estimate the current energy level of nodes. POWER_TRACE
procedure embedded in Contiki is used. Its output is printed
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Figure 8. Effect of varying the period length on the average energy
consumption, (a) period length = 100 <B; (b) period length = 1000 <B; (c)
period length = 3000 <B. Timeline Length = 10000 ms, Negotiation Period
= 50 ms, Tx Frequency = 30 ms, Reserved Battery = 10%

in timer ticks as follows:
• CG - the number of ticks the radio has been in transmit

mode (energest-type-transmit)
• AG - the number of ticks the radio has been in receive

mode (energest-type-listen)
• 2?D - the number of ticks the CPU has been in active

mode (energest-type-cpu)
• 2?D − 83;4 - the number of ticks the CPU has been in

idle mode (energest-type-lpm)
With each call of the START_UP procedure, POWER_TRACE
is called, and the current energy level �B is estimated by
executing the following computations (Algorithm 2 Step 2.2).

ticks-in-tx-mode = energest-type-time ×
energest-type-transmit

(7)

seconds-in-tx-mode =
ticks-in-tx-mode

rtimer-arch-second
(8)

To compute the average current consumption (in milliamperes,
<�), multiply each of CG, AG, 2?D, cpu-idle with the respective



current consumption in that mode in <� (the values are
obtained from the datasheet of the node), sum them up, and
divide by rtimer-arch-second,

2DAA4=C = CG × current-tx-mode + AG × current-rx-mode +

2?D × current-cpu + cpu-idle × current-idle
rtimer-arch-second

(9)

2ℎ0A64 =
2DAA4=C × (2?D + cpu-idle)

rtimer-arch-second
(10)

To compute the power (in milliwatts, <,), multiply the
average current consumption by the voltage of the device:

?>F4A = 2DAA4=C × E>;C064 (11)

Finally, to compute the energy consumption (in millijoules,
<�), multiply the power with the duration in seconds or
multiply the charge with the voltage of the system:

4=4A6H = 2ℎ0A64 × E>;C064 (12)

B. Experimental Results
Experimentation is performed within the Contiki OS using

the COOJA network simulator, the de facto simulator for
constrained-IoT applications. The dynamic distributed moni-
toring mechanism is tested using network instances of random
sizes and topologies (network size ranges from 20 to 200
nodes). Fig. 5 illustrates the radio communication and states
in a network of 50 nodes of type WisMote. At the moment
of the snapshot, only a subset of nodes is active for the
communications (nodes 8, 11, 13, 24, 28, 39, 49, and 50). One
can see the neighbors of these nodes, which receive (and can
detect) the messages. Other nodes (nodes 10, 12, and 46) do
not receive any messages and can not monitor the mentioned
active node set; however, they can eventually monitor other
nodes.

It is assumed that each node has a reserved battery for
the monitoring activity across the entire timeline length, apart
from the energy dedicated to the main functions. We tested
the model’s sensitivity towards variations in the reserved
battery for monitoring during experimentation. Eight trials
were run for which the reserved battery ranged from 1% to
35% of the total available battery of the WisMote, which
corresponded to 112.10 - 3997.35 :�. The )8<4;8=4_!4=6Cℎ,
%4A8>3_!4=6Cℎ, #46>C80C8>=_%4A8>3, and the frequency of
transmission ()G− 5 A4@D4=2H) were set in these trials to 10000
<B, 500 <B, 250 <B, and 30 <B, respectively. The results are
displayed in Table VI.

Comparing the two extreme thresholds, one where the re-
served battery is tightened the most (1%) and another where it
is stretched to 35%, produced an interesting result: the average
energy consumption in the case of the 1% reserved battery
is reduced by 21.55%. This result highlights the model’s
adaptability towards tight energy constraints, as it strives
to preserve scarce resources by effectively distributing the
monitoring role. Some nodes decided not to participate in the
monitoring activity, thus rendering a zero energy consumption

level. Those nodes decided after ensuring that other monitors
covered the entire set of neighbors.

Another set of experiments was designed to test the cor-
relation between the period length and the average energy
consumption. The ?4A8>3_;4=6Cℎ should be carefully chosen
such that it is neither too short nor too long. A too-short
?4A8>3_;4=6Cℎ may result in false alarms. On the other
hand, a shorter ?4A8>3_;4=6Cℎ may unnecessarily exhaust the
energy of monitors as they are awake-monitoring for quite a
long time. Each negotiation also corresponds to an additional
cost, communications, frequent transitions, and an overhead
for monitoring. A too-short ?4A8>3_;4=6Cℎ can lead to an
unnecessary increase in overheads. A too-long ?4A8>3_;4=6Cℎ
may drain some monitors’ power as they are awake-monitoring
for quite a long time, giving an unbalanced energy usage
across the set of nodes.

Table VII displays the average energy consumption and the
standard deviation in response to varying the %4A8>3_!4=6Cℎ.
The )8<4;8=4_!4=6Cℎ, #46>C80C8>=_%4A8>3, and )G −
5 A4@D4=2H were fixed in all trials to 10000 <B, 250 <B, and
30 <B. A subset of those trials is displayed in Fig. 8. There is
a trade-off between energy consumption and the balance of the
monitoring load among the nodes. It can be seen in Fig. 8 (also
cf. the Standard Deviation column in VII) that a very short
%4A8>3_!4=6Cℎ, 100 <B, results in an unfair distribution of
the monitoring load, where some nodes exhaust comparatively
high amounts of energy for monitoring while others are at
a zero level consumption; which is illustrated by the high
standard deviation value in Table VII. On the other hand, a
too-long %4A8>3_!4=6Cℎ of 3000 <B revealed a significant
rise in the average energy consumption, which is justified by
the long monitoring duty cycles. It is detected that the best
combination of relatively low average energy consumption and
a good balance between the monitoring loads is achieved when
the %4A8>3_!4=6Cℎ is set to 1000 <B.

The final set of experiments was performed to test the effect
of the network size on energy consumption and the model’s
scalability. The network size was increased to 150 nodes and
3200 links. It can be seen from VIII that the proposition
developed in this research is robust towards the network size.
Results show that the percentage of energy consumption from
the total available battery of WisMote never exceeds 1.36%,
regardless of the network size. Fig. 7 depicts the increase in the
average energy consumption against the network size, which
is almost negligible.

VI. CONCLUSION

The proposed model targets the dynamic distributed mon-
itoring placement and scheduling of mission-critical IoT net-
works, with complete interoperability with the IoT standard-
ized protocols. The model’s dynamic feature ensures the real-
time adaptation of the monitoring schedule to the frequent
network instabilities without requiring to re-solve the moni-
toring placement and scheduling problems with each abrupt
change in the network topology or the nodes’ availability. The
distributed feature aims to reduce the communication overhead



Table VI
ENERGY CONSUMPTION OF A NETWORK OF 20 NODES WITH DIFFERENT

LEVELS OF RESERVED BATTERY FOR MONITORING. ) 8<4;8=4_!4=6Cℎ =
10000 <B, %4A8>3_!4=6Cℎ = 500 <B, #46>C80C8>=_%4A8>3 = 250

<B, ) G − 5 A4@D4=2H = 30 <B.

Reserved battery(%) Reserved battery(:� ) Avg. consump.(:� )

1 114.21 67.01
10 1142.10 79.97
15 1713.15 72.03
20 2284.20 68.78
25 2855.25 72.94
30 3426.30 72.99
35 3997.35 81.45

Table VII
ENERGY CONSUMPTION OF A NETWORK OF 40 NODES WITH DIFFERENT

PERIOD LENGTHS. ) 8<4;8=4_!4=6Cℎ = 10000 <B,
#46>C80C8>=_%4A8>3 = 50 <B, ) G − 5 A4@D4=2H = 30 <B, RESERVED

BATTERY = 10% (1142.1 KJ).

Period Length (<B) Avg. consumption (:� ) Standard Dev. (:� )

100 60.17 95.23
500 142.27 144.20
1000 156.82 31.34
2000 94.64 105.65
2500 125.79 45.37
3000 215.43 66.41

Table VIII
AVERAGE AND PERCENTAGE OF ENERGY CONSUMPTION OF

DIFFERENT-SIZED NETWORKS. ) 8<4;8=4_!4=6Cℎ = 10000 <B ,
%4A8>3_!4=6Cℎ = 500 <B, #46>C80C8>=_%4A8>3 = 250 <B,

) G − 5 A4@D4=2H = 30 <B.

Number of nodes Avg. consumption (:� ) % of consumption

20 159.89 1.36
25 145.61 1.27
50 144.89 1.26
75 132.09 1.27
100 128.89 1.14
150 174.21 1.13

between monitors and the Border Router, often resulting from
centralized monitoring mechanisms.

The dynamic monitoring mechanism follows the basic idea
of the Controlled Greedy Sleeping (CGS) algorithm proposed
in [40]. Necessary adaptations on CGS for the scheduling
of monitoring activities have been proposed. The monitoring
awake/sleep schedule of nodes is computed using the notions
of coverage ratio and drowsiness factor, which ensure the
coverage of the entire set of critical nodes while prioritizing
the awake/sleep decision based on coverage and energy lev-
els. Successful neighbor discovery and knowledge about the
neighbors’ state are achieved by inter-communication between
nodes. This communication is scheduled at the beginning
of each period, namely, the negotiation period. Nodes with
critical monitoring coverage, i.e., monitoring neighbors not
covered by other monitors) are not allowed to sleep.

Performance evaluations and accurate energy levels estima-
tion are achieved using Contiki/COOJA, the de facto network

simulator for constrained IoT. Simulations were performed to
evaluate the model’s adaptability to tight energy constraints.
The results show that the tighter the energy constraint, the
lower the average energy consumption while ensuring full
monitor-network coverage. The monitoring schedule guaran-
tees a smooth operation of the things’ main functions, as it
strives to preserve scarce resources by effectively distributing
the monitoring role. A sensitivity analysis was conducted
within the experiments to obtain the "best" combination be-
tween the parameters and minimize the trade-off between
them.

Compared to the previously proposed three-phase decompo-
sition [40], the dynamic distributed heuristic achieves better
computational complexity and scalability results. The only
limitation is that the schedule is not exact. However, with the
benefit of achieving robust, real-time adaptability to network
changes and the distributed mechanism’s reduced computa-
tional and communication overhead, the dynamic model’s
performance is superior. Further experimentation and compar-
isons between the two models are required regarding energy
consumption, the size of the monitoring sets, and the time
required to obtain the monitoring schedule, depending on
the network’s size. The evaluation of the dynamic heuristic’s
approximation factor is left for future work.
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