
HAL Id: lirmm-04529052
https://hal-lirmm.ccsd.cnrs.fr/lirmm-04529052v1

Submitted on 28 Oct 2024

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License

Implementing Federated Governance in Data Mesh
Architecture

Anton Dolhopolov, Arnaud Castelltort, Anne Laurent

To cite this version:
Anton Dolhopolov, Arnaud Castelltort, Anne Laurent. Implementing Federated Governance in Data
Mesh Architecture. Future internet, 2024, 16 (4), pp.115. �10.3390/fi16040115�. �lirmm-04529052�

https://hal-lirmm.ccsd.cnrs.fr/lirmm-04529052v1
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr


Citation: Dolhopolov, A.;

Castelltort, A.; Laurent, A.

Implementing Federated Governance

in Data Mesh Architecture. Future

Internet 2024, 16, 115. https://

doi.org/10.3390/fi16040115

Academic Editors: Javier Prieto

and Ricardo Alonso

Received: 17 February 2024

Revised: 17 March 2024

Accepted: 27 March 2024

Published: 29 March 2024

Copyright: © 2024 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

future internet

Article

Implementing Federated Governance in Data Mesh Architecture †

Anton Dolhopolov , Arnaud Castelltort and Anne Laurent *

LIRMM, University of Montpellier, CNRS, 34095 Montpellier, France; anton.dolhopolov@lirmm.fr (A.D.);
arnaud.castelltort@lirmm.fr (A.C.)
* Correspondence: anne.laurent@umontpellier.fr
† This article is an extended version of our paper published in 5th Congress on Blockchain and Applications.

Abstract: Analytical data platforms have been used for decades to improve organizational perfor-
mance. Starting from the data warehouses used primarily for structured data processing, through
the data lakes oriented for raw data storage and post-hoc data analyses, to the data lakehouses—a
combination of raw storage and business intelligence pre-processing for improving the platform’s
efficacy. But in recent years, a new architecture called Data Mesh has emerged. The main promise of
this architecture is to remove the barriers between operational and analytical teams in order to boost
the overall value extraction from the big data. A number of attempts have been made to formalize and
implement it in existing projects. Although being defined as a socio-technical paradigm, data mesh
still lacks the technology support to enable its widespread adoption. To overcome this limitation,
we propose a new view of the platform requirements alongside the formal governance definition
that we believe can help in the successful adoption of the data mesh. It is based on fundamental
aspects such as decentralized data domains and federated computational governance. In addition,
we also present a blockchain-based implementation of a mesh platform as a practical validation of
our theoretical proposal. Overall, this article demonstrates a novel research direction for information
system decentralization technologies.

Keywords: decentralized systems; federated governance; metadata management; data mesh; blockchain

1. Introduction

The majority of modern organizations that deal with data processing are constantly
facing the challenges of big data to some extent. These challenges include: volume, velocity,
veracity, variety, and value of the processed data [1]. To cope with these, we distinguish
two important aspects used by organizations, namely data platforms and organizational
structure. The platform serves the utility purpose, which is facilitating operations over data
assets. Meanwhile, the org structure defines the user’s responsibilities, roles, and rights
needed to perform the necessary operations. In this article, we focus specifically on the data
platform aspect that is required for implementing the decentralized platform architecture.

Data warehouses [2] are considered to be the first type of platform to deal with big data.
Being oriented to managing the structured data, they provide tools for business schema
enforcement on the collected data, user query processing engines, and analytical online
data processing (OLAP). This kind of solution is widely applied today, but it may struggle
with such big data requirements as velocity and variety of data.

To overcome this, data lakes were proposed as a second type of platform [3]. They
implement a schema-on-read functionality, which is opposite to schema-on-write seen in the
data warehouses. In the data warehouse architecture, incoming data (application telemetry,
operational database changes, etc.) are transformed during the ingestion phase. In the data
lake architecture, we keep the ingested data in their raw format, usually by using large
object storage. The data processing is postponed until the querying phase, when the value
extraction is performed by respective professionals, like data scientists. This facilitates the
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speed (velocity) of batch and real-time acquisition directly from the data sources to the
support of a variety of data types, including structured and unstructured information.

The synergy of these two platforms was introduced in [4]. Data lakehouses preserve
the benefits of both solutions. On one side, analytical data pre-computation enables fast
business queries (e.g., business intelligence cubes); on the other side, raw data storage
enables the discovery of valuable data insights in the future.

Even with the strong support of distributed technologies, all these three kinds of
platforms are designed and developed as centralized solutions from a logical point of view.
The centralization comes from the fact that usually, data value extraction is performed by
analytical teams that are detached from the operational activities of the company. Data
scientists and engineers are gathered under a single data division, tasked with performance
evaluation, and serve as a mediator between the business people and developers.

Nonetheless, with the growing popularity of decentralized systems in recent years,
a new data platform architecture called Data Mesh [5] has emerged. Building on the
lasting works around the domain-driven design [6] and data markets [7], it manifests
four core principles:

• Distributed data domains;
• Data-as-a-product;
• Self-serve data infrastructure;
• Federated computational governance.

In contrast to the previous platform types that envision the centralization of the
data ownership and value extractions under the command of a dedicated team, the mesh
architecture aims to remove the segmentation of the holistic business domains across the
operational and analytical teams.

The core component of any big data platform is a metadata management (MDM)
system. This makes it possible to account for, link, comprehend, integrate, and control the
existing data assets. MDM can be seen as an essential part of the federated governance [8].
From a high-level perspective, we can split the last data mesh principle into two modules:

1. Definition, access, and collaboration on schemes, semantic knowledge, lineage, etc.;
2. Tools to automatically enforce security, transparency, legal policies, etc.

We see that the first part (governance) is well-aligned with metadata management,
while the second part (computability) represents the infrastructure platform functions.

However, the main challenge appears when building the federated computational
governance with the existing products or research tools. The data mesh platforms either fall
back to using the centralized systems, like Apache Atlas [9,10], cloud data catalogs [11,12];
or represent only a conceptual architecture of the federated MDM system [13–15].

In this article, we demonstrate the further development of our previous metadata
system described in [16]. At first, we consider the problem domain in more detail by
showcasing a virtual company running example. Then, we outline the MDM properties
and challenges of the mesh platform governance. On the way to overcome the limitations,
we show how the operating system level virtualization (e.g., Kubernetes) and blockchain
technologies fulfill those requirements. As a final part, we present our platform prototype,
which aims to implement federated computational governance. The article concludes with
a system evaluation and future research directions.

2. Background

In this section, we recall the data mesh principles with more descriptive details and
provide a running example of a virtual company to illustrate their application. We also
walk through the existing related research and proceed with the requirements of data
mesh governance.
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2.1. Data Mesh Principles Explained

In 2019 (https://martinfowler.com/articles/data-monolith-to-mesh.html (accessed
on 16 February 2024)), Zhamak Deghani introduced a novel approach for building organiza-
tionally scalable data platforms that are based on four principles: distributed data domains,
data-as-a-product, self-serve data platform, and federated computational governance.

2.1.1. Distributed Data Domains

The data mesh takes its origin from the domain-driven design and service-oriented
architecture (SOA) in particular. In SOA, the monolithic operational platform is broken up
into independently deployable modules, like micro-services [17]. In the same way, we can
divide the analytical platform into self-contained data domains. Distributed data domains
constitute the first principle of a mesh. Instead of forcing centralized data ownership onto a
single analytical team, we want to benefit from forming domain-aware groups of engineers.

2.1.2. Data-as-a-Product

The domain-driven methodology uses the notion of the software products [6]. In data
mesh, this means that the culture of building the data products within the domains is re-
quired. Most of the time, the data users are not only the external customers, but other
domain teams within a single organization too. Making a reusable data product requires
designing, delivering, measuring metrics, and constantly improving the provided data [12].
As a consequence, it also results in a new zone of responsibility for data product own-
ers: SLA guarantees, trustworthy data delivery, tools for data discovery, comprehension,
consumption, etc.

2.1.3. Shared Data Infrastructure

Following the wisdom of a popular software pattern that states: “Don’t Repeat Your-
self”, we should avoid building multiple data platforms in parallel by each distributed
domain team. In reality, the mesh platform is required to provide a way to automate
the provisioning and usage of identical or similar functionality like data acquisition, pro-
cessing, and serving [5]. It is possible to achieve this with a shared data infrastructure. Its
main benefits are similar to that of a data fabric [18], which is a set of common and inter-
changeable tools like data source connectors and sinks, transformation jobs, automatic
logs, lifecycle configuration, etc. Eliminating the basic day-to-day engineering operations
behind an easy-to-use platform interface helps to reduce production errors and enable a
fast release cycle.

2.1.4. Federated Computational Data Governance

Governance centralization dictates the common practices that also enable the interop-
erability of the systems [10]. But it has organizational scaling issues. As was mentioned in
the introduction, federated governance should provide the tools that help to collaborate and
ease the definition and access to data schemes, semantic knowledge, and lineage, but also
to automatically enforce security, transparency, and legal policies. Meanwhile, it also has
to leave the necessary freedom to domain teams to ensure fast product evolution and
development. The common policies must be automatically enforced by the infrastructure
platform. At the same time, the committee of data domain representatives can define these
rules via the appropriate tools.

Now, we illustrate the application of these principles with our running example.

2.2. Running Example

In Figure 1, we present a running example of a virtual e-commerce company adopted
from [14] that comprises Human Resources, Suppliers, and Sales departmental domains.

In this example, the engineers within the Supplier’s team are occupied with both
transactional and analytical online processing. The domain output is polyglot data prod-
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ucts, which are actual or derived data, like business intelligence reports with aggregated
information on regional supply chain state or predicted raw material delivery delays.

Figure 1. Data mesh running example architecture overview.

By consuming those reports, analysts of the Sales department will improve the accu-
racy of its own forecasts, like adjusting the expected revenue of the company.

The shared infrastructure platform provides a comfortable interface over the utilized
computing resources. This helps to put in place the monitoring of the newly released reports
and to automate the updates of the product prices according to the selected policies. In
general, the common platform assures interoperability and helps to avoid over-provisioning
of resources when working with different technological stacks.

The federated computational governance is an essential component for “maintaining
a dynamic equilibrium between domain autonomy and global interoperability” [5]. Here,
governance is a collection of policies, standards, objectives, metrics, and roles aimed to
maximize the value of data, and computational property ensures its automatic enforcement.

Recalling the metadata management system as a core part of the governance, we also
provide a specialized Platform Asset Catalog that enlists asset metadata such as ownership,
purpose, history, dependencies, mode of use, etc. Since there are a lot of different product
sources and configurable computing tasks that are produced by different teams, it is a good
practice to register them in such a catalog.

2.3. Related Work

Since the introduction of the mesh concept, a number of industrial and academic
implementations of this data platform have been proposed.

Machado et al. [19] discussed the first works from the industry regarding the transition
to mesh architecture performed by the e-commerce platform Zalando and video-streaming
service Netflix. The same authors also provided the first data mesh domain model [20] and
presented a prototype system based on that model [9].

Wider et al. [10] extended this domain model with data product ports definition,
provided an industrial perspective on enforcing the federated governance, particularly the
access management to the sensitive data, and presented a cloud-based architecture using
the Amazon Web Services (AWS).
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Among other cloud-based works, we note Butte et Butte [12], AWS-based proposal
with zonal data segmentation, and Goedegebuure et al. [11] who conducted the grey
literature review on data mesh and also presented a Microsoft Azure-based architecture
implementation for a large producer of lithography machines.

Hooshmand et al. [13] presented a novel view of an automobile production industry
with the application of semantic web technologies (SWTs) for ensuring the integration and
alignment of distributed domains, while Driessen et al. [21] described the usage of SWT
specifically for data product metadata management.

Nonetheless, as we shall see in Section 6, the existing platforms for building the data
mesh still do not satisfy all requirements. We provide these requirements in the next section.

3. Data Mesh Governance: Requirements and Challenges

This section outlines the requirements and challenges that we used to create a func-
tionality maturity table of the related works that our system aims to fulfill.

3.1. Properties of Data Governance System

Dolhopolov et al. [16] consider properties required for the data mesh platform. Here,
we provide detailed information on each and extend the list with two additional elements,
specifically with contract management and product compositionality. These properties are
based on the years-long research of data platforms, and data lakes in particular [22],
principles of the domain-driven design, and data mesh concepts.

1. Semantic Enrichment (SE) is related to providing the descriptive information that
defines the meaning of the underlying data and facilitates product comprehension
and utilization [22]. On the basic level, the use of semantic tagging helps in re-
lating different data sources, e.g., ‘Financial’ data, ‘Medical’ data, etc. On a more
advanced level, the use of semantic web technologies and knowledge graphs can be
implemented [21]. This can provide automatic product descriptions, data linking,
relationship discovery, etc.

2. Data Indexing (DI) is a core element for efficient metadata querying and navigation.
Almost all modern data storage providers have indexing functionality that enables
fast data look-ups. In the data mesh case, the metadata system should provide the
search capabilities to retrieve the data product information based on a diverse set of
user requests: keywords, history, ownership, usage pattern, etc.

3. Link Generation (LG) helps to identify and integrate the related information [22].
For instance, the use of identical semantic tags helps to cluster the products into
different groups. Data lineage establishes the tracing history of the upstream depen-
dencies and enables the user alert or automatic product suspension in case of breaking
changes. Product linking can also consist of similarity measurements, which is a
further extension of product clustering with a relevance degree.

4. Data Polymorphism (DP) or polyglot data is related to the operation and management
of multiple product facets [5]. Since in data mesh the data consumption is conducted
via connecting ports, the same product can have multiple consumers as well as
multiple forms. For instance, real-time analytics may require the streaming data
interface while monthly reports do not need much time precision. Moreover, the data
can have variable degrees of quality, representation (tabular data, vector), maturity, etc.

5. Data Versioning (DV) describes the management of metadata updates within the
system while retaining the previous metadata states. It is very relevant since it ensures
the system state recovery, reproducibility, and auditing. Moreover, versioning allows
branching, enables backward compatibility, and parallel data product evolution [22].

6. Usage Tracking (UT) consists of providing and tracking access to the underlying
data resources. It is a backbone for implementing the security and protection of data.
Data security comprises multiple elements, such as information and communication
encryption, firewall, etc [23]. In fact, in the aspect of metadata management, it is



Future Internet 2024, 16, 115 6 of 17

important to keep records of product access, user identities, usage patterns, locations,
time schedules, etc., in order to detect and prevent unauthorized activities.

7. Computational Policies (CP) play a vital role in automatic governance execution.
Beyond the access control enforcement, it also enables data quality verification, consis-
tency, uniqueness, lifecycle management, service contract tests, etc [5]. This reflects the
need to define the rules on each level—global and local, which are then applied in the
mesh. Such governance execution also requires an appropriate platform infrastructure
as well [10].

8. In the context of micro-service architecture, Independently Deployable (ID) products
provide the opportunity to update the performed services without the overall system
interruption (e.g., canary deployment) [17]. In the context of data mesh, it means
an option to deploy the new data products without affecting the established data
consumption. This requirement is also applied to metadata registration and policy
updates. Ideally, the new information and rules should not interrupt the existing data
flows unless it is specifically intended by the domain owners.

9. Automatically Testable (AT) platform design ensures the correctness of the future
system state upon the module’s upgrade. For instance, when implementing new data
resolution modules, e.g., transition from IPv4 to IPv6, the address space and links of
the old resources should continue to work. To be sure that the introduction of a new
module will not break the operations of the system, we are obligated to perform the
automatic tests and verification of the system, assuming that the upgrades have taken
their place, while in reality keeping the old system functioning.

10. Contract Management (CM) provides a way to negotiate, participate, and ensure
the correctness of the delivered data. Usually, the contract includes the outlined
service level objectives and agreements, including the quality of data, schema, update
frequency, intended purposes of use, etc. [24]. As a part of the platform governance, it
overlaps with the metadata management and computational execution modules.

11. Product Compositionality (PC) helps to speed up product development and to pre-
vent dataflow interruption. Automatic contract composition verification enables
advanced interoperability features and helps to prevent unauthorized behavior, recov-
ery of PII, etc. In cases of schema composition, it automatically enriches the existing
products or prevents the introduction of the breaking changes.

These properties represent the major functional modules of the data mesh. Despite
the fact that it was outlined in 2019, there are still challenges in building the technology
that can underpin its implementation.

3.2. Challenges of Federated Data Governance

Data governance refers to a comprehensive framework encompassing various pro-
cesses, roles, policies, standards, and metrics, all aimed at improving the extraction of
business value from data while staying compliant. This framework should provide a
platform where technical engineers, business stakeholders, legal representatives, and other
involved parties can easily define business processes and regulatory policies, assign data
access roles, and shape the platform’s operations.

Centralized governance lays down a unified set of rules and standards for all teams,
ensuring that data systems can work together smoothly. However, this approach faces scal-
ability challenges, as was shown by the limitations identified in data warehouse and data
lake systems [19]. On the other hand, decentralized governance offers greater autonomy to
individual domain teams, which can lead to the creation of incompatible data products,
redundant development efforts, and overlooked compliance procedures.

Zhamak Deghani, the pioneer of the data mesh concept, underscores the necessity
for federated computational data governance [5]. This approach seeks to balance domain
autonomy with overall system interoperability, merging the strengths of both centralized
and decentralized governance. Federated governance aims to facilitate collaboration
and simplify the processes of defining and accessing data schemas, extending semantic
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knowledge, and providing data lineage. It also strives to automate the enforcement of
security, transparency, and legal standards. Nevertheless, the challenge lies in building
such a system with the currently available tools and research.

In our introductory section, we noted that metadata management systems often
serve the roles of data governance systems in research environments. Nonetheless, in the
literature [25–29], and in the commercial products [30–32] we see the predominant adoption
of a centralized governance model. This model involves gathering metadata in a central
repository, where it is analyzed, interconnected retrospectively, and often made accessible
to users through web portals.

Recent studies have explored the implementation of federated data governance using
semantic web technologies [13,21], though these systems are still in their developing stages.

One of the approaches to making the federated governance, which is getting more
attention in the data mesh community is “data contracts”. Truong et al. [24] highlight
the need for data contracts in managing the use, sharing, and transaction of data within
cloud marketplaces. This provides a structured method to define the rights, obligations,
and constraints associated with data usage, ensuring clarity and compliance across different
parties. They address key challenges such as specifying permissible data use, establishing
liability in case of data misuse or quality issues, and enabling automatic and efficient data
exchange and utilization. Furthermore, data contracts contribute to the scalability of data
marketplaces by automating compliance and governance processes. By formalizing these
aspects, we facilitate a trustworthy and regulated environment for data sharing, promoting
innovation and value creation within data ecosystems.

Consequently, there is a significant research gap in the design and development of
federated governance systems, signaling a pressing need for advancement in this field.
In the next section, we attempt to provide the formal model for building the federated
metadata management system while using the data contract approach.

4. Introducing Blockchain-Powered Mesh Platform

In Section 3, we described the data mesh properties and the challenges associated with
building efficient data governance. In this section, we make our first research contribution
by extending three formal types of metadata systems that were previously defined in [14].
Afterward, we proceed with a description of how Hyperledger Fabric and Fybrik platforms
can benefit from the implementation of an efficient federated metadata catalog.

4.1. Defining the Data Mesh Governance Types

On one side, centralized governance dictates how each domain should function, which
defeats the goals of data mesh in the first place. On the other side, interoperability is a big
challenge of complete decentralization. In Figure 2, we define the data mesh governance
scale that helps to understand better how we can configure and build our metadata catalog.
The horizontal axis shows the proposed deployment modes ranging from centralization
(left) to decentralization (right).

4.1.1. Type I—Centralized Metadata Repository

The centralized repository implies that a set of all metadata records m1, . . . mn = M is
stored in a single system R. Upon the release of a data product px, the new metadata record
mx is pushed to the repository in order to make the product discoverable and accessible by
other domains. Since data products can be consumed by multiple domains, we introduce
the formal notion of a ’data contract’ c that describes data product-to-product (DP2P) rela-
tions. To have control over the records, a repository operator can define the visibility map
function v : (u, m) → {1, 0}, and the access function a : (u, m) → {Read, Write, Delete}
that are associated with user profiles U.

The metadata repository is defined as R = {P ,M, C, U, au,m, cp,p, dp,m, vu,m}, where:

• P = {P1, P2 . . .} is a set of data products and Pi = {p1, p2 . . .} is a set of product versions
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• M = {M1, M2 . . .} is a set of metadata records and Mi = {m1, m2 . . .} is a set of
metadata versions

• C = {c1, c2 . . .} is a set of data contracts
• U = {u1, u2 . . .} is a set of system users
• au,m : U ×M → {Read, Write, Delete} is a function returning a permissions map for

any given pair (u, m)
• cp,p : P ×P → C ∪ ∅ is a function returning the contract for any given pair (pi, pj) of

data products or an empty set if it does not exist
• dp,m : P → M is a function returning the metadata description of a data product
• vu,m : U ×M → {1, 0} is a function returning a visibility map for any given pair

(u, m) of user and metadata

Figure 2. Data Mesh Governance Scale.

4.1.2. Type II—Federated Metadata Repository

The middle state between Type I and Type III is a federated system. There is no central
repository and each domain team hosts a complete copy r of the metadata system on a
dedicated metadata node n. Meanwhile, there must be a peer-to-peer (P2P) system that
keeps the data in sync across all nodes. The system should also dispose of the methods or
techniques T used for enforcing the established data contracts or the unified behavior B
globally defined to be followed by all participants.

In total, we define the federated repository R = {P ,M, C, U, B, D, R, N, T, au,m, cp,p,
dp,m, vu,m, tn, sr,r}, where:

• B = {b1, b2 . . .} is a set of unified governing policies
• N = {n1, n2 . . .} is a set of metadata nodes that host the replicas
• R = {r1, r2 . . .} is a set of metadata repository replicas
• T = {t1, t2 . . .} is a set of methods that enforce the policies or contracts
• tn : N × T → B ∪ C is a function returning a global policy b or a data contract c that is

being enforce by the method t on a given node n
• sr,r : R × R → {1, 0} is a function returning the consistency or synchronization state

for any two given replicas.

4.1.3. Type III—Decentralized Metadata Repository

The decentralized system is the case where each domain team (or a subset of domains)
uses different technologies and policies for managing its metadata repositories. Each
team independently owns and serves the (meta)data products, and in order to provide
discoverability and querying one must cross-link the metadata with other domains. It
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can be the case that n given domains can configure a shared federated metadata system,
but also have their own private systems in parallel.

Therefore, the decentralized metadata repository ∆ is defined as:

• ∆ = {R1,R2 . . .} with Ri being the repository associated with Di ⊂ D and Di ̸= ∅
• D = {d1, d2 . . .} is a set of all data domains
• li,j : Mi ×Mj → {1, 0} is a function establishing the link presence or absence be-

tween a pair of metadata records (mi, mj) that belong to different repositories Ri and
Rj, respectively.

4.2. Using Blockchain for Policy and Metadata Management

Blockchain technology offers multiple features that are well-suited for building a Type
II metadata catalog. Its immutable, append-only ledger ensures that metadata records M
are stored permanently, providing a version history for each record. The hashing function of
blocks introduces a layer of trust crucial for verification and audit processes. In a blockchain
network, each node maintains a copy of the ledger that contains all metadata records. This
is analogous to nodes N deploying replicas R, ensuring redundancy and availability.

Furthermore, the EVM-like ledgers with smart contract support enable the automated
enforcement of consistent, globally defined governance policies, represented by a set of
governing methods T. In fact, a similar approach has already been proposed for building
the data sharing systems [33].

We argue that it is also possible to adopt a smart contract as a policy approach for
promoting data product-sharing practices based on executable data contracts. Upon the
signature of the data contract between the data provider and data consumer, the data mesh
governance system will automatically generate and register the agreement in the form of
a new “smart policy” by using a contract factory pattern. Then, the processing system
can pro-actively verify the state of this agreement and perform the necessary actions if the
breach is detected [34].

The distributed consensus algorithm ensures the ledger remains synchronized across
all replicas, acting as a consistency function s. This mechanism also facilitates the seamless
adaptation and automatic testing of policy or contract updated in response to evolving
business processes.

The distinction between public and private blockchains is critical, with public
blockchains operating anonymously and treating all participants equally. This openness,
however, makes them more susceptible to malicious acts. Private blockchains, like Fabric,
offer a more controlled environment by pre-identifying participants, which enhances
security and simplifies access management. Such a setup is inherently more secure and
suitable for applications requiring strict access controls and data privacy.

The Hyperledger Fabric (HLF) platform is an open-source blockchain initiative under
the Linux Foundation [35]. Its flexible architecture supports the integration of diverse
computational elements tailored to specific system needs, including customizable consensus
protocols, identity verification services, and transaction endorsement policies. To enhance
security measures, it also facilitates network partitioning through the use of channels and
algorithms for private data sharing.

We elaborate on building the data mesh governance with HLF thereafter.

4.3. Advantages of Hyperledger Fabric

In data mesh, the ledger of HLF can act as the federated repository for metadata
management [36], benefiting from the blockchain’s immutable, secure, and distributed
characteristics. The search efficiency is enhanced through a state database that indexes
the most recent asset transactions. To maintain ledger consistency and manage network
updates, the platform offers various consensus mechanisms tailored to different trust levels
within the network, from Byzantine Fault Tolerance for highly secure, cross-organizational
exchanges to Crash Fault Tolerant algorithms for more trusted environments.
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Platform governance is managed through detailed policy mechanisms that are related
to the network itself, its channels, or smart contracts. It outlines how network changes
are agreed upon and implemented. This structured approach facilitates a collaborative
and secure environment for managing consensus and implementing updates across the
blockchain network.

HLF uses Membership Service Providers to authenticate the identity of network
components—ranging from organizations to nodes and applications [35]. This authenti-
cation framework supports secure, private communications across distinct channels and
enables the private exchange of data, ensuring that sensitive information is shared only
with authorized parties.

Within the Fabric, the use of smart contracts helps to automate the enforcement of
agreed-upon rules that involve specific assets, e.g., data sharing operations [37]. Smart
contracts are part of a broader construct known as chaincode, which includes both the
contracts and the policies governing their execution. Deployed as compact Docker or Ku-
bernetes containers, chaincode units are the foundational software modules for transaction
endorsement and policy enforcement. These policies can, for example, designate which
network nodes are required to endorse or order a transaction, ensuring that execution
aligns with agreed-upon standards.

Chaincode serves a dual purpose: it not only governs transactions on the ledger
transparently and interoperably but also standardizes data modifications while continu-
ously verifying metadata integrity. This capability is especially relevant for Type II catalog
requirements, where maintaining data accuracy and trustworthiness is crucial. Chain-
code execution can also trigger event notifications, allowing network participants to stay
informed about ledger updates and newly available information.

HLF stands out for its developer-friendly approach to smart contract development,
supporting popular programming languages like Java, Go, and JavaScript/TypeScript [38].
This flexibility contrasts with platforms like Ethereum and lowers the barrier to adoption,
making it easier for developers to build and deploy chaincode on the Fabric network.

On the other hand, it lacks the “contract factory” support which is present in the
Ethereum ecosystem [34]. By introducing such functionality, we could significantly enhance
the capabilities of the system. For instance, by utilizing such a factory we could use the
smart contract template and automatically create the computable data contract instances.

4.4. The Fybrik Data Platform

Fybrik (https://github.com/fybrik/fybrik (accessed on 16 February 2024)) is an
open-source project aimed at enabling a secure and efficient way of managing, access-
ing, and governing data across hybrid and multi-cloud environments. It focuses on data
privacy, compliance, and optimized data usage across the enterprise, leveraging Kubernetes
for workload orchestration.

Fybrik’s architecture is modular and utilizes custom resources for defining data assets,
applications, and governance policies. Its design allows for pluggable components, making
it possible to integrate various data stores, governance tools, and compute platforms [39].
The extension mechanism includes two modes: the definition of new modules—operational
blocks for integrating with different data processing platforms, and plugins—control blocks
for facilitating the platform behavior. The latter includes connectors for custom and
metadata and policies engines.

As a Kubernetes-based platform, Fybrik is designed to be interoperable with a wide
range of cloud services and data sources. It supports integration with existing data man-
agement and analysis tools, making it easier for organizations to adopt and extend their
current infrastructure.

Fybrik integrates policy-driven data governance and compliance to ensure that data
usage adheres to organizational and regulatory standards [40]. It allows organizations
to define policies that control how and where data can be accessed and used, ensuring
compliance with GDPR, CCPA, and other regulations. It provides a mechanism for secure

https://github.com/fybrik/fybrik
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and controlled access to data, regardless of where the data resides—on-premises, in the
cloud, or across multiple clouds. It uses fine-grained access control and data masking
techniques to protect sensitive information.

Fybrik facilitates the movement and virtualization of data across different environ-
ments without the need to duplicate data. This capability supports efficient data manage-
ment and reduces latency by bringing the computer closer to the data, thereby optimizing
performance for data-intensive applications.

5. Implementing Federated Data Mesh Governance

In this section, we describe our prototype system which is based on the Hyperledger
Fabric and Fybrik platforms mentioned before.

As follows, we use the Fybrik as a backbone for data processing and storage, while
Fabric performs the role of a metadata and policy management tool.

5.1. System Architecture

In Figure 3, we provide a simplified view of the Fybrik platform. The core elements
include the FybrikApplication for registering and running the data workloads; a Jupiter
Notebook, which is used by users manipulating the data assets; the data catalog for listing,
linking, and search of the existing data products; policy manager and policy enforcement
point (PEP) for providing security and compliance; and storage that can be represented as
any supported platform—S3, PostgreSQL, etc.

Figure 3. Fybrik architecture.

A FybrikApplication is a custom resource definition (CRD) submitted to the Ku-
bernetes cluster where Fybrik is deployed. This CRD is required for defining how an
application wants to access data, specifying the datasets it needs, the operations it intends
to perform on the data, and any governance or compliance requirements that must be
adhered to during data access and processing.

The Fybrik control plane interprets this CRD request and orchestrates the necessary
governance mechanisms, data access paths, and computational workload placements to
ensure that the application’s data access is compliant with the specified policies. This
process may involve interfacing with data catalogs for metadata management, deploying
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policy enforcement points (such as data masking), and selecting the optimal data storage
and computing locations to satisfy performance, cost, and compliance considerations.

Within Fybrik, the policy verification mechanism is based on the Policy Manager
Connector. This manager ensures that data access and usage comply with the organization’s
policies and regulatory requirements. It acts as an intermediary between Fybrik and various
policy management systems (e.g., chaincodes), enabling Fybrik to understand and enforce
the governance rules applied to data operations. In order to use our smart policies we
implement the required getPoliciesDecisions endpoint inside our connector.

When the user code (e.g., notebook) requests access to a dataset through a FybrikAp-
plication resource, Fybrik uses the policy connector to query the relevant chaincode for any
policy decisions that apply to the requested operation. During this request, it transmits the
context information such as data identifiers and intended asset use. Then smart policies
process the request by comparing it to the defined rules (global standards or data contract),
write the decisions to the ledger, and return the actions that the Fybrik platform has to
apply (e.g., data masking).

Within the Fybrik platform, the data catalogs are represented as plugin components. It
uses the Data Catalog Connector to query these catalogs to retrieve metadata information
about datasets. Therefore, it is possible to provide the custom catalog implementation.
For being operable inside Fybrik, we define the connector app which supports four required
operations over the metadata:

• createAsset is used for registering a new product, e.g when the user executes the
notebook and the corresponding workload persists in the data;

• getAssetInfo returns the metadata information which is used for product discovery,
workload processing, etc;

• updateAsset function updates any existing metadata records within the catalog;
• deleteAsset is used for deleting the metadata about the product.

Our metadata catalog and policy manager are based on the previously developed
blockchain-powered metadata system [16]. The actual prototype was enhanced to also
include policy management. The main components of our HLF-based governance sys-
tem include the membership service provider with a certificate authority (CA) used for
identifying and authorizing the parties, endorsement and ordering nodes for transaction
processing (metadata, policy, or data contract processing), and channel configurations used
for listing the participating domain and their rights.

In the following, we provide an example of using the Hyperledger Fabric system.

5.2. Hypeledger Fabric-Based Federated Governance

In Figure 4, we present an updated view of the running example from Section 2.2
where Sales and Supply domains own the dedicated data products and host the blockchain
endorsement nodes. These nodes are used as a federated governance tool. In Section 4.2,
we discussed that the ledger can be used as a metadata and data contract storage medium
while chaincode can perform the policy verification.

In Figure 5, we show the pseudo code of the implemented smart contract used for
persisting the data product information in the ledger. After deploying such a smart contract
in the HLF network, we are able to manipulate the data product information (lines 6–9)
according to the Data Catalog Connector requirements. We are also able to discover the
existing products (line 4), and to sign the data contract related to the product consumption
(lines 11–12). Currently, the system supports only basic operations within the data contract
enforcement which includes allowing reading or denying access.

The smart contract also implements the decision validation function (line 14), which
is necessary for operating getPoliciesDecisions endpoint in our custom Policy Manager
Connector. During policy evaluation, the function receives the requested product asset
information (e.g., id, column info) and the operation context. After performing the policy
checks (e.g., according to established data contract conditions) it returns the decision results.
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Figure 4. Federated governance system architecture based on HLF.

Figure 5. Pseudo code listing of the catalog smart contract.

5.3. The Data Product Quantum

According to the data mesh paradigm, the data product quantum refers to the smallest,
self-sufficient unit of data that can independently deliver value as a product. It encapsulates
all necessary aspects—data, metadata, quality, security, and access mechanisms—required
to be useful and meaningful to its consumers, adhering to the principles of domain orienta-
tion and self-service infrastructure.

In Figure 6, we present the view of how the data assets deployed within the Fybrik
platform constitute self-contained product quantums. Within our system, each data product
includes four elements:

• The product Metadata—schema, semantic tags, lineage, etc;
• Notebook code for the data manipulation which is deployed to workload computing

nodes (created automatically by Fybrik);
• FybrikApplication specification defining the source and destination identifiers, and in-

tended operations provided in yaml format;
• Policies define the product usage rules, e.g., what is allowed to which consumers.

The product quantum may contain multiple policies. At the same time, each policy is
applied to a single data output port that makes part of a data contract. This way the domain
team can serve the same product to multiple consumers but on different conditions.

In Section 3.2, we discussed the purpose of data contracts. It provides a formal way
to establish provider–consumer relationships and serves as a source of trust during the
governance enforcement conducted by the platform.

For creating a new data product in our system, the domain team engineers have to
follow the next procedure:



Future Internet 2024, 16, 115 14 of 17

1. Request the data asset access, e.g., based on the protocol outlined in [16];
2. When the request is approved, the provider’s metadata and policy are used to form a

new data contract;
3. Submit the Notebook and FrybrikApplication documents for provisioning a new

computing process;
4. Register a new data product in the catalog by providing the asset’s metadata and policies.

Figure 6. Data product quantum.

In this section, we described the architecture of our prototype system for building the
federated data mesh governance. In the next section, we proceed by comparing our system
and other related works based on the functional maturity requirements.

6. Contribution Discussion

Based on the provided requirements in Section 3, in Table 1 we have summarized the
level of the functional maturity of related platforms from the governance perspective.

We see that no existing solution implements all the 11 requirements of the federated
data mesh governance. As anticipated, almost all platforms have the data indexing and
usage tracking modules, except the manual, web-form-based access control described in [9].
Indeed, these modules are built within any data platform architecture as they represent
paramount importance in data management.

Semantic enrichment is a more difficult task than indexing or user authorization, thus
leading to lower implementation rates. While our prototype and some platforms [9,10,19]
(an extended description of the Netflix platform was accessed at: https://netflixtechblog.
com/data-movement-in-netflix-studio-via-data-mesh-3fddcceb1059(accessed on 16 Febru-
ary 2024)) use the basic tag-based approach, the others use the advanced methods of
knowledge graphs [13,21] or cloud-offered services for data similarity computation and
enrichment [11,12]. This tendency is also reflected in the link generation aspect, where the
most common technique is the lineage tracing of the data products, but some systems also
provide the semantic relationship discovery and/or clustering options [11–13,21].

Unfortunately, very little information is provided on the versioning as part of the
metadata management. Only our system enables metadata versioning based immutable
ledger, while some research works [13,21] briefly mention this important feature.

It comes as no surprise that the polyglot data is represented only in the port-oriented
data product models. This system design uses the input/output port connection abstraction
in the first place and assumes the delivery of the identical product value by means of
multiple channels (e.g., Message Queues, BLOBs).

Our model also uses an input/output port connection approach, but unfortunately,
the current level of integration with other platforms in Fybrik is very limited. The Fybrik
platform is quite recent, and today it is integrated with a few data storage providers
(e.g., AWS S3, MySQL, Postgres) and processing engines (Apache Arrow Flight).

Even though modern companies adopt the responsibility of separations and container-
ization technology for ensuring the independent deployment of operational resources, it

https://netflixtechblog.com/data-movement-in-netflix-studio-via-data-mesh-3fddcceb1059
https://netflixtechblog.com/data-movement-in-netflix-studio-via-data-mesh-3fddcceb1059
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is still an issue to bring this functionality to the governance tooling. Most systems either
deploy it as a monolith module or it is under the management of a service provider. Since
both parts of our system are based on Kubernetes, we are able to deploy any platform
component independently—from computing nodes to smart policies.

The implementation of the automated policies is conducted as part of the access
control modules (e.g., authorization enforcement) while the more general notion of the
computational policies is not available. In some works, the process of instantiation of the
composable products is still limited to the schema extensions [19,21].

When evaluating our system, we see that it satisfies 9 out of 11 requirements, which is
greater than any other system. The distinct features of our prototype include the support of
data contract management and enforcement based on the blockchain platform and partial
support of the automatic governance system testing. This testing may be performed either
during the gradual smart contract upgrades or in the mirrored testing networks so that any
breaking changes would be refused.

Table 1. Overview of the supported federated governance requirements.

Property ⇓ / Source ⇒ Our
System

Zalando
[19]

Netflix
[19]

Machado
et al. [9]

Wider
et al. [10]

Butte
et Butte

[12]

Driessen
et al. [21]

Hooshmand
et al. [13]

Goedegebu-
ure et al.

[11]

Data Indexing ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Usage Tracking ✓ ✓ ✓ ✧ ✓ ✓ ✓ ✓ ✓

Semantic Enrichment ✧ ✗ ✧ ✧ ✧ ✓ ✓ ✓ ✓

Link Generation ✧ ✗ ✧ ✧ ✧ ✓ ✓ ✓ ✓

Data Polymorphism ✗ ✗ ✗ ✗ ✓ ✓ ✓ ✗ ✓

Data Versioning ✓ ✗ ✗ ✗ ✗ ✗ ✧ ✧ ✗

Independently Deployable ✓ ✗ ✗ ✗ ✗ - ✓ ✓ -

Computational Policies ✧ ✗ ✗ ✗ ✧ ✧ ✗ ✗ ✧

Composable Products ✗ ✗ ✧ ✗ ✗ ✗ ✧ ✗ ✗

Automatically Testable ✧ ✗ ✗ ✗ ✗ - ✗ ✗ -

Contract Management ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗

Total (9)/11 2/11 (5)/11 (4)/11 (6)/11 (6)/11 (8)/11 (6)/11 (6)/11

✗—no information available or not supported ✧—partially supported ✓—supported.

7. Conclusions and Further Research

To conclude, in this article, we presented a further improvement of the blockchain-
based federated governance system in data mesh.

First, we revisited and expanded the list of properties required for implementing
efficient metadata and policy management. We provided an updated governance formal
model that incorporates the utilization of data contracts, metadata, and product versioning.

Second, we described how the integration of two open-source platforms - Hyperledger
Fabric and Fybrik - can benefit organizations that need to focus on data privacy, compliance,
optimized data usage, and policy-driven decisions.

Third, we demonstrated a proof-of-concept system used to manage and govern data
in cloud-native environments. It serves as a practical validation of the proposed multi-
platform architecture for building the data mesh. We also presented a comparative study
on other platforms aiming to build a data mesh governance and identified how our system
satisfies the unaddressed issues.

We envision future research in multiple directions. The first observation is that the
existing data mesh proposals are focused on a single company platform and our current
prototype is also built on a single Kubernetes cluster. Therefore, we aim to explore the
scalability and efficiency of blockchain-based governance in multi-cluster environments,
e.g., cross data mesh scenarios or decentralized data sharing and management in general.

The second aspect is related to the limits of utilizing technology that affects the
development of more sophisticated data contracts and policies, e.g., lack of support for
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contract factory patterns. Hence, we want to investigate the impact of different blockchain
platforms on performance and security and try to enhance data privacy and compliance in
decentralized systems.
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