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Post-actes BDA 2023 1 MESSAGE DU PRÉSIDENT ET DES ORGANISATEURS

1 Message du Président et des Organisateurs
La conférence BDA : Gestion de Données – Principes, Technologies et Applications constitue

le rendez-vous annuel incontournable de la communauté française de gestion de données. La 39ème
édition de BDA, qui s’est déroulée du 23 au 26 octobre 2023 à Montpellier, a été un franc succès et
nous sommes ravis d’avoir partagé ces journées avec vous.

Poursuivant une tradition riche et dynamique de rencontres annuelles de la communauté fran-
cophone en gestion de données, BDA 2023 a rassemblé les acteurs académiques et industriels de la
recherche en gestion de données à soumettre leurs travaux récents pour présenter les défis et les avan-
cées scientifiques dans ce domaine en pleine effervescence.

Avec 120 participants, BDA démontre une nouvelle fois le dynamisme de notre communauté ainsi
que l’importance cruciale de la gestion de données dans le monde actuel. La recherche en gestion de
données n’a jamais été aussi active, variée et ouverte sur d’autres champs de l’informatique. L’om-
niprésence des données massives transforme en profondeur notre société et pose de nombreux défis
pour la communauté de recherche en informatique, tant sur le plan fondamental qu’appliqué. Cette
évolution s’inscrit aujourd’hui dans le contexte de la science des données, avec un cercle vertueux
entre les différentes communautés scientifiques concernés par la gestion, l’analyse et la valorisation de
données volumineuses, hétérogènes, incomplètes, imprécises, produites dynamiquement et avec divers
degrés de structuration. Les différentes phases du cycle de vie de ces données posent de nombreux défis
pour la communauté de recherche en modélisation et gestion de données, tant sur le plan fondamental
qu’appliqué. ,

Le programme scientifique de cette année était particulièrement riche avec 27 articles de recherche,
dont 22 longs et 5 courts, 8 démonstrations et 5 articles de doctorants. Nous souhaitons à exprimer
notre gratitude à tous les auteurs pour la qualité de leurs contributions et présentations. Nous avons
également eu le plaisir d’accueillir trois conférenciers invités conférenciers invités, Elena Ferrari, Lei
Chen et Amr El Abbadi, Elena Ferrari, Lei Chen et Amr El Abbadi, qui ont partagé leurs connaissances
sur des sujets d’actualité. Nous les remercions pour l’excellence de leurs présentations qui ont éclairé
la conférence.

Un des objectifs majeurs de BDA est d’offrir aux chercheuses et chercheurs, et en particulier aux
doctorantes et doctorants, la possibilité de présenter leurs travaux à la communauté, y compris des
travaux récents déjà publiés dans d’autres conférences. Les actes de la conférence proposent ainsi
des résumés de toutes les contributions, publiées et non publiées, et sont complétés par une édition
spéciale du journal Transactions on Large-Scale Data and Knowledge-Centered Systems (TLDKS)
avec les versions étendues de quelques articles sélectionnés. Comme les années précédentes, BDA
2023 a également récompensé des contributions exceptionnelles, avec des prix décernés pour deux
articles de recherche, une démonstration et deux thèses, reflétant lm’excellence et l’innovation de
notre communauté.

Enfin, nous tenons à remercier surtout tous les membres de l’équipe d’organisation, ainsi que les
membres des comités de programme, de démonstration, et du prix de thèse qui ont rendu possible cette
nouvelle édition de BDA. Nous sommes également reconnaissants envers nos soutiens, notamment le
Département Info du Lirmm, le Groupe de recherche AMIS de l’Université Paul-Valéry Montpellier
3, Inria, INSAVALOR et l’Université de Montpellier. Enfin, nos remerciements vont aux nombreux
participants qui ont fait vivre cette remarquable édition 2023.

Bernd Amann, Président des journées
Reza Akbarinia, Président du Comité d’Organisation
Angela Bonifati, Président du Comité de Programme
Tristan Allard, Président du Comité de Démonstration
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2 Présidence & comités BDA 2023

2.1 Président des journées

— Bernd Amann, LIP6, Université Pierre et Marie Curie

2.2 Comité d’organisation

— Reza Akbarinia, LIRMM, INRIA (président)
— Arnaud Castelltort, Université de Montpellier
— Elena Demchenko, LIRMM
— Virginie Feche, LIRMM
— Benoit Lange, INRIA
— Anne Laurent, Université de Montpellier
— Pierre Leroy, INRIA
— Florent Masseglia, INRIA
— Esther Pacitti, Université de Montpellier
— Pascal Poncelet, Université de Montpellier
— Maximilien Servajean, Université Paul Valéry
— Federico Ulliana, Université de Montpellier

2.3 Comité de programme

— Angela Bonifati, Université Lyon 1 (présidente)
— Nicolas Anciaux, INRIA
— Oana Balalau, Inria and École Polytechnique
— Ladjel Bellatreche, LIAS/ISAE-ENSMA
— Nofar Carmeli, INRIA
— Camelia Constantin, University Pierre et Marie Curie
— Stefania Dumbrava, ENSIIE
— Daniela Grigori, Laboratoire LAMSADE
— Francesco Guerra, University of Modena e Reggio Emilia
— Mirian Halfeld Ferrari, LIFO - Université d’Orléans
— Leonid Libkin, University of Edinburgh RelationalAI
— Silviu Maniu, Universite Paris-Saclay
— Zoltan Miklos, Université de Rennes 1
— Benjamin Nguyen, INSA Centre Val de Loire (FR)
— Noel Novelli, Aix-Marseille University
— Esther Pacitti, Univérsité de Montpelier
— Papotti Paolo, EURECOM
— Veronika Peralta, University of Tours
— Liat Peterfreund, ENS-Paris
— Claudia Roncancio, Grenoble INP
— Pierre Senellart, ENS
— Hala Skaf-Molli, University of Nantes
— Olivier Teste, IRIT
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— Riccardo Tommasini, University of Tartu
— Farouk Toumani, UCA
— Nicolas Travers, Léonard de Vinci Pôle Universitaire
— Katerina Tzompanaki, CY Cergy Paris University
— Karine Zeitouni, Université de Versailles-St-Quentin

2.4 Comité de démonstration

— Tristan Allard, Université de Rennes (président)
— Peggy Cellier, IRISA
— Cedric du Mouza, CNAM
— Javier A. Espinosa-Oviedo, Université de Lyon
— Amélie Gheerbrant, Université de Paris
— David Gross-Amblard, Univ Rennes / Irisa Lab
— Shadi Ibrahim, Inria Rennes
— Zoubida Kedad, Universite de Versailles-St-Quentin
— Ioana Manolescu, Inria and Institut Polytechnique de Paris
— Jean-Marc Petit, LIRIS
— Iulian Sandu Popa, INRIA David Lab
— Shaoyi Yin, Paul Sabatier University

2.5 Comité du prix de thèse

— François Goasdoué, Université de Rennes (président)
— Bernd Amann, Sorbonne Université
— Nadine Cullot, Université de Bourgogne
— Frédérique Laforest, INSA Lyon
— Ioana Manolescu, INRIA
— Benjamin Nguyen, INSA Centre Val de Loire
— Marie-Christine Rousset, Université Grenoble Alpes
— Dan Vodislav, Cergy Paris Université
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3 Conférences invitées

3.1 Privacy-preserving publishing of Knowledge Graphs
Elena Ferrari (University of Insubria, Italie)

Data sharing is crucial in the era of big data, and protecting users’ sensitive information in these
data is as vital as analyzing them. Knowledge graphs (KGs) are increasingly pivotal in data sharing
due to their flexibility in modeling both attributes’ values and relationships. However, due to the rich
information in shared KGs, users’ privacy is easier to breach. Thus, data providers must anonymize
their KGs before sharing them. Unfortunately, data providers cannot straightforwardly use anonymi-
zation techniques developed for relational and traditional graphs to anonymize KGs as they do not
consider both users’ attributes and their relationships simultaneously. In this talk, we present a fra-
mework for anonymizing KGs, targeting three scenarios of increasing complexity : static publishing,
sequential publishing, and personalized publishing. The first scenario allows data providers to publish
their anonymized KGs once. The second one extends the first to enable the providers to publish new
anonymized versions of their KGs. The final one lets users specify their privacy protection levels and
anonymize KGs to protect all users under their levels.

Elena Ferrari is a professor of Computer Science at the University of Insubria (Italy), where she
leads the STRICT SociaLab. She received her Ph.D. and M.Sc. degrees in Computer Science from
the University of Milano (Italy). Her research interests are in the broad area of cybersecurity, privacy,
and trust. Current research includes security and privacy for IoT, privacy-preserving data publishing,
machine learning for cybersecurity, and blockchain. She is a fellow member of ACM and IEEE. She
has been the recipient of several prestigious awards, including the 2009 IEEE Technical Achievement
Award for pioneering contributions to Secure Data Management, the 2021 ACM SIGSAC Outstanding
Contributions Award, the ACM CODASPY Research Award, and the ACM SACMAT 10-Year Test
of Time Award. She is the recipient of the 2024 IEEE Innovation in Societal Infrastructure Award for
pioneering and sustained contributions to the security and privacy of online social networks. In 2018,
she was named one of the 50 most influential Italian women in tech.

3.2 Data Management for Deep Learning
Lei Chen (Hong Kong University of Science and Technology)

Deep learning (DL) has made significant progress and found wide application in various fields,
like chaptGPT for question answering. However, the success and efficiency of DL models depend on
proper data management. Training deep learning-based image classifiers is challenging without labeled
data, and efficiency is hindered by large datasets, complex models, and numerous hyperparameters.
Lack of validation and explanation limits model applicability. In this presentation, I will discuss three
crucial issues in data management for deep learning : 1) effective data preparation for DL, including
extraction, integration, and labeling ; 2) DL training optimization, involving data compression and
computation graph optimization ; and 3) the importance of model explanation for robustness and
transparency. I will conclude by highlighting future research directions.

Lei Chen is a chair professor in the data science and analytic thrust at HKUST (GZ), Fellow of
the IEEE, and a Distinguished Member of the ACM. Currently, Prof. Chen serves as the dean of infor-
mation hub, the director of Big Data Institute at HKUST, MOE/MSRA Information Technology Key
Laboratory. Prof. Chen’s research interests include Data-driven AI, knowledge graphs, blockchains,
data privacy, crowdsourcing, spatial and temporal databases and query optimization on large graphs
and probabilistic databases. He received his BS degree in computer science and engineering from Tian-
jin University, Tianjin, China, MA degree from Asian Institute of Technology, Bangkok, Thailand, and
PhD in computer science from the University of Waterloo, Canada. Prof. Chen received the SIGMOD
Test-of-Time Award in 2015, Best research paper award in VLDB 2022, .The system developed by
Prof. Chen’s team won the excellent demonstration award in VLDB 2014. Prof. Chen had served as
VLDB 2019 PC Co-chair. Currently, Prof. Chen serves as Editor-in-chief of IEEE Transaction on Data
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and Knowledge Engineering and an executive member of the VLDB endowment.

3.3 Towards Practical, Scalable and Private Management of Cloud Data
Amr El Abbadi (University of California, Santa Barbara)

Due to the widespread use of cloud applications, searching for data from a cloud server has become
ubiquitous. However, accessing data stored in a cloud server comes with severe privacy concerns owing
to numerous attacks and data breaches. Much research has focused on preserving the privacy of data
stored in the cloud using various advanced cryptographic techniques. Our goal in this talk is to de-
monstrate how private access of data can become a practical reality in the near future. Our focus is on
supporting oblivious queries and thus hide any associated access patterns on both private and public
data. For private data, ORAM (Oblivious RAM) is one of the most popular approaches for supporting
oblivious access to encrypted data. However, most existing ORAM datastores are not fault tolerant
and hence an application may lose all of its data when failures occur. To achieve fault tolerance, we
propose QuORAM, the first datastore to provide oblivious access and fault-tolerant data storage using
a quorum-based replication protocol. For public data, PIR (Private Information Retrieval) is the main
mechanism proposed in recent years. However, PIR requires the server to consider data as an array
of elements and clients retrieve data using an index into the array. This requirement limits the use
of PIR in many practical settings, especially for key-value stores, where the client may be interested
in a particular key, but does not know the exact location of the data at the server. In this talk we
will discuss recent efforts to overcome these limitations, using Fully Homomorphic Encryption (FHE),
to improve the performance, scalability and expressiveness of privacy preserving queries of public data.

Amr El Abbadi is a Professor of Computer Science. He received his B. Eng. from Alexandria
University, Egypt, and his Ph.D. from Cornell University. His research interests are in the fields
of fault-tolerant distributed systems and databases, focusing recently on Cloud data management,
blockchain based systems and privacy concerns. Prof. El Abbadi is an ACM Fellow, AAAS Fellow,
and IEEE Fellow. He was Chair of the Computer Science Department at UCSB from 2007 to 2011. He
served as Associate Graduate Dean at the University of California, Santa Barbara from 2021–2023.
He has served as a journal editor for several database journals, including, The VLDB Journal, IEEE
Transactions on Computers and The Computer Journal. He has been Program Chair for multiple
database and distributed systems conferences, including most recently SIGMOD 2022. He currently
serves on the executive committee of the IEEE Technical Committee on Data Engineering (TCDE)
and was a board member of the VLDB Endowment from 2002 to 2008. In 2007, Prof. El Abbadi
received the UCSB Senate Outstanding Mentorship Award for his excellence in mentoring graduate
students. In 2013, his student, Sudipto Das received the SIGMOD Jim Gray Doctoral Dissertation
Award. Prof. El Abbadi is also a co-recipient of the Test of Time Award at EDBT/ICDT 2015. He
has published over 350 articles in databases and distributed systems and has supervised over 40 PhD
students.
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A Survey on SPARQLQuery Relaxation under the Lens of RDF
Reification

Ginwa Fakih
ginwa.fakih@univ-nantes.fr

LS2N, UMR 6004, Nantes Université
Nantes, France

Patricia Serrano-Alvarado
Patricia.Serrano-Alvarado@univ-nantes.fr

LS2N, UMR 6004, Nantes Université
Nantes, France

ABSTRACT
SPARQL query relaxation has been used to cope with the problem
of queries that produce none or insufficient answers. The goal is to
modify these queries to be able to produce alternative results close
to those expected in the original query. Existing approaches gener-
ally relax the query constraints based on logical relaxations through
RDFS entailment and RDFS ontologies. Techniques also exist that
use the similarity of instances based on resource descriptions. These
relaxation approaches defined for SPARQL queries over RDF triples
have proved their efficiency. Nevertheless, significant challenges
arise for query relaxation techniques in the presence of statement-
level annotations, i.e., reification. In this survey, we overview query
relaxation works with a particular focus on issues and challenges
posed by representative reification models, namely, standard reifi-
cation, named graphs, n-ary relations, singleton properties, and
RDF-Star.
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1 INTRODUCTION
This paper was submitted to the semantic web journal (SWJ) [2].

When a query evaluated over a dataset produces empty or in-
sufficient answers, query issuers may try to modify the query con-
straints. This task is time-consuming and requires users with a
profound knowledge of the data distribution and the schema of the
dataset. An efficient way to cope with this problem was proposed
in the domain of cooperative answering for deductive databases
[3]. The original idea, is a relaxation method to expand the scope
of the query dynamically by relaxing the constraints in the query.
The goal is to generalize the user query to produce more answers.
Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than ACM
must be honored. Abstracting with credit is permitted. To copy otherwise, or republish,
to post on servers or to redistribute to lists, requires prior specific permission and/or a
fee. Request permissions from permissions@acm.org.
BDA 2023, October 23–26, 2023, Montpellier, France
© 2023 Association for Computing Machinery.
ACM ISBN 978-x-xxxx-xxxx-x/YY/MM. . . $15.00
https://doi.org/10.1145/nnnnnnn.nnnnnnn

In this survey, we focus on SPARQL1 queries over RDF2 triples.
SPARQL allows defining queries with triple patterns over which
conjunctions, disjunctions, and optional patterns can be defined.
Query issuers can use the OPTIONAL clause of SPARQL to specify
which triple patterns can be ignored if they cannot be satisfied
during the query evaluation. This idea is interesting but used to a
limited extent because other forms of query relaxation can be used
rather than simply dropping triple patterns defined as optionals. In
particular, SPARQL query relaxation can be based on a logical re-
laxation of some of the query constraints by using RDFS entailment
and RDFS ontologies. The major challenge of this approach, is that
the number of relaxed queries grows combinatorially with the num-
ber of relaxation steps and the query size. Several approaches have
been proposed to optimize the query relaxation task and generate
relaxed queries efficiently. Mainly, the idea is to organize relaxed
queries from the most specific to the most general and execute
them in this order until obtaining k-relevant answers. But many
relaxed queries may produce no new answers. To cope with this
problem, the query execution ordering can be based on the similar-
ity of queries. This similarity can be computed using information
content which is based on the number of instances per class or
property. Therefore the challenge is to identify the most similar
relaxed queries that may produce new answers and to reduce the
space of the relaxed queries that are executed until obtaining k
answers.

Other query relaxation approaches use the similarity of instances
based on resource descriptions. For example, similarity can be mea-
sured using an appropriate function that returns the distance be-
tween two attribute values. Such distance can be calculated dif-
ferently, e.g., lexical similarities (like Jaccard similarity, Jensen-
Shannon divergence, cosine similarity), overlap measures, page
rank scores, etc. The similarity functions are data-dependent. Thus,
the necessary number of functions depends on the different data
types. Calculating the similarity of instances can be very costly.
Further, multi-valued predicates (triples having a subject-predicate
pair with several objects) may induce additional distances to com-
pute. Frequently, the similarity of instances is done offline before
the query processing. That is because the distances to compute
can be significant, and calculating them dynamically during query
processing can be unrealistic.

Moreover, statements about statements, also called statement-
level annotations, are increasingly used. They allow specifying that
a fact is true under a particular context. Context can concern tem-
poral aspects, provenance, scores, weights, etc. Reification allows

1SPARQL 1.1 Query Language W3C Recommendation https://www.w3.org/TR/
sparql11-query/
2https://www.w3.org/TR/rdf11-primer/
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making statements about statements in a generic manner. For ex-
ample, Figure 1 illustrates (a) a traditional triple that consists of
two resources (nodes) related by a property relation (edge) and (b)
a reified triple stating that Query_Language is a topic of an Edu-
cational_Resource “to some extent with a cosine similarity of 0.6”.
In a graph, reification can be seen as defining edges about edges.
Reification can be done using several syntaxes that we call models.
For example, there is standard reification [5], named graphs [1],
singleton properties [6], RDF-star [4], etc.

topic

topic

0.6

cosineSimilarity

(a)

(b)

:Query_LanguageEducational_Resource

:Query_LanguageEducational_Resource

Figure 1: Representation of context on labeled edge

Existing query relaxation approaches have proved their effi-
ciency but reification can lead to significant challenges for relax-
ation techniques.

The goal of this survey is to give a bird’s-eye view of the SPARQL
queries relaxation approaches over RDF datasets, and compare these
approaches based on various relevant criteria.
2 CHALLENGES AND OPEN ISSUES
Applying query relaxation over queries whose constraints con-
cern data and metadata (statement-level annotations) opens several
issues. Current relaxation techniques are not proposed for query-
ing metadata. (i) Logical relaxation over properties of metadata
triple-patterns (with their superproperties) has in general no sense.
(ii) Metadata values are not taken into account in the query ranking
function that allows gathering the k-relevant answers closest to the
original query. (iii) Current relaxation techniques are defined for
equality of values but metadata constraints can include intervals
of values in a range. (iv) Syntaxes to represent RDF reification and
to query reified triples induce strange behavior in current query
relaxation approaches.

Hence, we consider that new query relaxation contributions
should be proposed to deal with queries querying data andmetadata.
A query rewritting process is necessary to distinguish the query
constraints (which triple patterns concern data and which ones
metadata) because relaxing metadata triple-patterns has not the
same goal as relaxing other triple patterns. Both, ontology-based
relaxation and similarity of instances, are necessary to query data
and metadata. Depending on the application goals, these techniques
may be combined. Querying data and metadata increases the query
size which leads to the increase of the query relaxation lattice. Thus,
optimal methods to prune this relaxation lattice should be used.
Metadata values should play a role in the query ranking strategies
that allow pruning the relaxation lattice but also gathering the k-
relevant answers closest to the original query. Thus, new functions
to calculate the similarity of queries should be proposed. Finally,

relaxing metadata triple-patterns should take into account the type
of metadata values. For the similarity of instances, the potential
number of metadata types will be challenging. The number of
similarity functions necessary to take into account all metadata
types can be important which will add complexity to the similarity
of instance approaches.

3 CONCLUSION
Applications querying reified triples may face the problem of empty
or insufficient answers. Query relaxation approaches have been
proposed to solve this problem but none of them is appropriate for
metadata triple-patterns. In this paper, we provided an overview
and comparative analysis of existing contributions focusing on
SPARQL query relaxation. We also analysed and compared the
syntaxes of some relevant reification models. Then, we underlined
the potential effects of query relaxation approaches over reified
triples. This survey has revealed that at the moment, no query
relaxation solution deals with RDF triples and their annotations.
Therefore, we pointed out some challenges and open issues in
relaxing SPARQL queries under the lens of RDF reification, which
we hope will open the doors to new inspiring contributions.
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ABSTRACT
This paper presents the construction of a Knowledge Graph (KG)
of Educational Resources (ER) where RDF reification is essential.
The ERs are described based on the subjects they cover considering
their relevance. RDF reification is used to incorporate this subject’s
relevance. Multiple reification models with distinct syntax and per-
formance implications for storage and query processing exist. This
study aims to experimentally compare four statement-based reifica-
tion models with four triplestores to determine the most pertinent
choice for our KG. We built four versions of the KG. Each version
has a distinct reification model, namely standard reification, single-
ton properties, named graphs, and RDF-star, which were obtained
using RML mappings. The KG consists of 45,000 ERs, 13,000 au-
thors, 135,000 subjects, and 8,250,000 relations linking the ERs to
their subjects. Each of the four triplestores (Virtuoso, Jena, Oxigraph,
and GraphDB) were setup four times (except for Virtuoso, which
does not support RDF-star), and seven different SPARQL queries
were experimentally evaluated. This study shows that standard reifi-
cation and named graphs lead to good performance. It also shows
that, in the particular context of the used KG, Virtuoso outperforms
Jena, GraphDB, and Oxigraph in most queries. The recent specifica-
tion of RDF-star and SPARQL-star sheds light on statement-level
annotations. The empirical study reported in this paper contributes to
the efforts towards the efficient usage of RDF reification. In addition,
this paper shares the pipeline of the KG construction using standard
semantic web technologies.

KEYWORDS
Knowledge graph, RDF reification, multi-valued properties, query
evaluation, educational resources.

1 INTRODUCTION
When teachers want to create a new course, they typically do a
keyword search for (open) Educational Resources (ER) on the web
to reuse and integrate into their course. While there are numerous
valuable and relevant resources available (such as slides, videos,
figures, text, code, etc.), many remain undiscovered because they
are not well connected.

ERs can be described by their title, authors, language, license, etc.,
as well as the subjects they cover. ERs’ subjects can be numerous but
not equally relevant for the ER. Some subjects are the main focus,

© 2023, Copyright is with the authors. Published in the Proceedings of the BDA 2023
Conference (October 23-26, 2023, Montpellier, France). Distribution of this article is
permitted under the terms of the Creative Commons license CC-by-nc-nd 4.0.
© 2023, Droits restant aux auteurs. Publié dans les actes de la conférence BDA 2023
(23-26 octobre 2023, Montpellier, France). Redistribution de cet article autorisée selon
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while others are only mentioned briefly. Therefore, the relevance of
each subject should be identified, and their relationship with each
ER should be weighed accordingly. The best way to make ERs
findable and reusable is to use the principles of the Linked Data.
Semantic web technologies will allow a detailed description and
interconnection of ERs. The recent specification of RDF-star and
SPARQL-star sheds light on statement-level annotations. In fact,
one of the first public work-drafts of RDF 1.2, introduces quoted
triples as another kind of RDF term which can be used as the subject
or object of another triple1. In our particular use case, statement-
level reification will allow annotating with scores the relation of
ERs and the subjects they treat. As the number of subjects can
be important, this reified relation is a multi-valued property. Thus,
efficiently dealing with multi-valued properties is important as well.

Multiple reification models with distinct syntax and performance
implications for storage and query processing exist. The main objec-
tive of this work is to experimentally compare four statement-based
reification models on four triplestores to determine the most perti-
nent choice for our KG.

The contributions of this paper are twofold: (i) a methodology to
build four versions of a knowledge graph of ERs using statement-
level reification, namely standard reification [1], singleton property
[2], named graphs [3] and RDF-star [4], and (ii) an empirical evalua-
tion of four triplestores (Virtuoso, Jena, GraphDB, and Oxigraph)
with a set of seven SPARQL query templates grounded with up to
six different instances (26 instantiated queries).

2 KNOWLEDGE GRAPH DESCRIPTION
Our project, aims to empower teachers to facilitate the creation
of licensable ERs based on existing ones. To serve that purpose
we created a KG of educational resources. The resources in our
KG comprise unstructured ERs (documents, videos, and audio files,
etc.), which are semantically annotated with DBpedia resources. By
means of a wikification process, relevant DBpedia concepts related
to ERs are used to provide a comprehensive description of each
resource. Using RML-star [5] as a mapping language and Morph-
KGC [6] as a mapper, we created one versions of our KG for each
RDF reification model, namely standard reification, named graphs,
singleton properties, RDF-star. The ontology of the four KGs can be
seen in figure 1.

3 EXPERIMENTS
In order to test the impact of RDF reification models in combinaison
with multi-valued properties we used the following methodology:

1https://w3c.github.io/rdf-concepts/spec/#section-triples
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aa

lom: <http://data.opendiscoveryspace.eu/lom_ontology_ods.owl#>
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sc:    <http://schema.org/>
dct:   <http://purl.org/dc/terms/> 
skos: <http://www.w3.org/2004/02/skos/core#
uno:  <https://univ-nantes.fr/ontology> 
unr:   <https://univ-nantes.fr/resource> 
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dct:subject dbr:Category

skos:Concept

a

dct:language

unr:Author foaf:Personafoaf:name

Instance Class

Property

dct:subject

 

Figure 1: KG ontology.

(1) From JSON data we created four versions of our KG, respec-
tivly using standard reification, singleton properties, named
graphs, RDF-star.

(2) We instantiated one instance of Virtuoso, Jena, GraphDB,
Oxigraph for each of the four different RDF reification model.
Leading to a total of 15 instances (as Virtuoso doesn’t support
RDF-star).

(3) We created 7 query templates made to challenge the RDF
reification model. We grounded the query template on 12
different instances chosen to challenge different multi-valued
property sizes.

(4) For each instances, we ran each query three times in a row on
a cold start.

Our final results show Virtuoso as being the most performant
triplestore. And in term of RDF reification models, named graphs
and standard reification end up being the best two models. Pairing
Virtuoso and named graph or standard reification is the best approach
for our specific KG.

4 CONCLUSION
This paper presented the pipeline for the generation of a knowledge
graph (KG) of educational resources (ER) and the evaluation of
several reification models with several triplestores. The objective was
to identify the most suitable approach for this KG. To achieve this,
we defined seven query templates instantiated in 26 grounded queries.
Within the KG, reification was used in a multi-valued property to
add two annotations whose range is between 0 and 1. Based on
the insights derived from this experimental study, we were able to
draw meaningful conclusions. Both, standard reification and named
graphs with Virtuoso, exhibit similar performance. Named graphs
show a slight advantage in some cases, in particular for join queries.
RDF-star should be implemented more efficiently if quoted triples
are included in RDF 1.2. Finally, for the KG presented in this paper,
Virtuoso with named graphs, emerges as a good choice.
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ABSTRACT
Several real-time applications rely on dynamic graphs to model
and store data arriving from multiple streams. In addition to the
high ingestion rate, the storage and query execution challenges are
amplified in contexts where consistency should be considered when
storing and querying the data. Our work addresses the challenges
associated with multi-stream dynamic graph analytics. We propose
a database design that can provide scalable storage and indexing,
to support consistent read-only analytical queries (present and
historical), in the presence of real-time dynamic graph updates that
arrive continuously from multiple streams.

KEYWORDS
Dynamic graph, read-only present and historical queries, multi-
stream graph processing
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Abstract. Graphlet enumeration is a fundamental problem to discover
interesting patterns hidden in graphs. It has many applications in sci-
ence including Biology and Chemistry. In this paper, we present a novel
approach to discover these patterns with queries, in a parallel database
system. Our solution is based on an efficient partitioning strategy based
on randomized vertex coloring, that guarantees perfect load balancing
and accurate graphlet enumeration (complete and consistent). To the
best of our knowledge, our work is the first to provide an abstract and
efficient database solution with queries to enumerate both 3-vertex and
4-vertex patterns on large graphs.
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ABSTRACT
Digital data plays a central role in sciences, journalism, environ-
ment, digital humanities, etc. Open Data sharing initiatives lead to
many large, interesting datasets being shared online. Some of these
are RDF graphs, but other formats like CSV, relational, property
graphs, JSON or XML documents are also frequent.

Practitioners need to understand a dataset to decide whether it
is suited to their needs. Datasets may come with a schema and/or
may be summarized, however the first is not always provided and
the latter is often too technical for non-IT users. To overcome these
limitations, we present an end-to-end dataset abstraction approach,

which (𝑖) applies on any (semi)structured data model; (𝑖𝑖) computes
a description meant for human users, in the form of an Entity-
Relationship diagram; (𝑖𝑖𝑖) integrates Information Extraction and
data profiling to classify dataset entities among a large set of intelli-
gible categories. We implemented our approach in a system called
Abstra, and detail its performance on various datasets.
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Abstract. Data trees, typically encoded in JSON, are ubiquitous in
data-driven applications. This ubiquity makes urgent the development of
novel techniques for querying heterogeneous JSON data in a flexible man-
ner. We propose a rule language for JSON, called constrained tree-rules,
whose purpose is to provide a high-level unified view of heterogeneous
JSON data and infer implicit information. As reasoning with constrained
tree-rules is undecidable, we identify a relevant subset featuring tractable
query answering, for which we design an automata-based query rewrit-
ing algorithm. Our approach consists of leveraging NoSQL document
stores by means of a novel instance-aware query-rewriting technique. We
present an extensive experimental analysis on large collections of several
million JSON records. Our results show the importance of instance-aware
rewriting as well as the efficiency and scalability of our approach.
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ABSTRACT
The development of practical query languages for graph databases
runs well ahead of the underlying theory. The ISO committee in
charge of database query languages is currently developing a new
standard calledGraphQuery Language (GQL) aswell as an extension
of the SQL Standard for querying property graphs represented by a
relational schema, called SQL/PGQ. The main component of both is
the pattern matching facility, which is shared by the two standards.
In many aspects, it goes well beyond RPQs, CRPQs, and similar
queries on which the research community has focused for years.

Our main contribution is to distill the lengthy standard speci-
fication into a simple Graph Pattern Calculus (GPC) that reflects
all the key pattern matching features of GQL and SQL/PGQ, and at
the same time lends itself to rigorous theoretical investigation. We
describe the syntax and semantics of GPC, along with the typing
rules that ensure its expressions are well-defined, and state some
basic properties of the language. With this paper we provide the
community a tool to embark on a study of query languages that
will soon be widely adopted by industry.
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ABSTRACT
Structured knowledge bases (KBs) are the backbone of many know-
ledge-intensive applications, and their automated construction has
received considerable attention. In particular, open information
extraction (OpenIE) is often used to induce structure from a text.
However, although it allows high recall, the extracted knowledge
tends to inherit noise from the sources and the OpenIE algorithm.
Besides, OpenIE tuples contain an open-ended, non-canonicalized
set of relations, making the extracted knowledge’s downstream
exploitation harder. In this paper, we study the problem of mapping
an open KB into the fixed schema of an existing KB, specifically for
the case of commonsense knowledge. We propose approaching the
problem by generative translation, i.e., by training a language model
to generate fixed-schema assertions from open ones. Experiments
show that this approach occupies a sweet spot between traditional
manual, rule-based, or classification-based canonicalization and
purely generative KB construction like COMET. Moreover, it pro-
duces higher mapping accuracy than the former while avoiding the
association-based noise of the latter. Code and data are available at
julienromero.fr/data/GenT.

KEYWORDS
Open Knowledge Bases, Generative Language Models, Schema
Matching

1 INTRODUCTION
Motivation and Problem. Open Information Extraction (OpenIE)
automatically extracts knowledge from a text. The idea is to find
explicit relationships, together with the subject and the object they
link. For example, from the sentence “In nature, fish swim freely in
the ocean.”, OpenIE could extract the triple (fish, swim in, the ocean).
Here, the text explicitly mentions the subject, the predicate, and the
object. Therefore, if one uses OpenIE to construct a knowledge base
(we call it an Open Knowledge Base, open KB) from a longer text,
one obtains many predicates, redundant statements, and ambiguity.

OpenIE is often used for commonsense knowledge base (CSKB)
construction. Previous works such as TupleKB [4], Quasimodo [8, 9]
or Ascent [5–7] use OpenIE to extract knowledge from different
textual sources (textbooks, query logs, question-answering forums,
search engines, or the Web), and then add additional steps to clean
and normalize the obtained data. Another example is ReVerb [1],
which was used to get OpenIE triples from aWeb crawl. The output

© 2023, Copyright is with the authors. Published in the Proceedings of the BDA 2023
Conference (October 23-26, 2023, Montpellier, France). Distribution of this article is
permitted under the terms of the Creative Commons license CC-by-nc-nd 4.0.
© 2023, Droits restant aux auteurs. Publié dans les actes de la conférence BDA 2023
(23-26 octobre 2023, Montpellier, France). Redistribution de cet article autorisée selon
les termes de la licence Creative Commons CC-by-nc-nd 4.0.

of OpenIE typically inherits noise from sources and extraction, and
the resulting KBs contain an open-ended set of predicates. This
generally is not the case for knowledge bases with a predefined
schema. Famous instances of this type are manually constructed,
like ConceptNet [10] and ATOMIC [3]. They tend to have higher
precision. Besides, they are frequently used in downstream appli-
cations such as question-answering [2, 12], knowledge-enhanced
text generation [13], image classification [11], conversation recom-
mender systems [15], or emotion detection [14]. These applications
assume there are a few known predicates so that we can learn spe-
cialized parameters for each relation (a matrix or embeddings with
a graph neural network). This is not the case for open KBs.

Still, many properties of open KBs, such as high recall and ease of
construction, are desirable. In this paper, we study how to transform
an open KB into a KB with a predefined schema. More specifically,
we study the case of commonsense knowledge, where ConceptNet
is by far the most popular resource. From an open KB, we want to
generate a KB with the same relation names as ConceptNet. This
way, we aim to increase precision and rank the statements better
while keeping high recall. Notably, as we reduce the number of
relations, we obtain the chance to make the statements corroborate.
For example, (fish, live in, water, freq:1), (fish, swim in, water, freq:1)
and (fish, breath in, water, freq:1) can be transformed into (fish,
LocatedIn, water, freq:3), and therefore they all help to consolidate
that statement. Besides, we make new KBs available to work with
many existing applications originally developed for ConceptNet.

Transforming open triples to a predefined schema raises several
challenges. In the simplest case, the subject and object are conserved,
and we only need to predict the correct predefined predicate. This
would be a classification task. For example, (fish, live in, water)
can be mapped to (fish, LocatedAt, water) in ConceptNet. We could
proceed similarly in cases where subject and object are inverted,
like mapping (ocean, contain, fish) to (fish, LocatedAt, ocean), with
just an order detection step. However, in many cases, the object is
not expressed in the same way or only partially: (fish, live in, the
ocean) can be mapped to (fish, LocatedAt, ocean). In other cases, part
or all of the predicate is in the object, like (fish, swim in, the ocean)
that can be mapped to (fish, CapableOf, swim in the ocean). Here,
the initial triple could also be mapped to (fish, LocatedAt, ocean),
showing that the mapping is not always unique. Other problems
also arise, like with (near) synonyms. For example, we might want
to map (fish, live in, sea) to (fish, LocatedAt, ocean).

Approach and Contribution. We propose to approach the map-
ping of an open KB to a predefined set of relations as a translation
task. We start by automatically aligning triples from the source and
target KB. Then, we use these alignments to finetune a generative
language model (LM) on the translation task: Given a triple from
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an open KB, the model produces one or several triples in the target
schema. The generative nature of the LM allows it to adapt to the
abovementioned problems while keeping a high faithfulness w.r.t.
the source KB. Besides, we show that this improves the precision
of the original KB and provides a better ranking for the statements
while keeping a high recall.

Our contributions are:
(1) We define the problem of open KB mapping, delineating it

from the more generic KB canonicalization and the more
specific predicate classification.

(2) We propose a generative translation model based on pre-
trained languagemodels trained on automatically constructed
training data.

(3) We experimentally verify the advantages of this method
compared to traditional manual and rule-based mapping,
classification, and purely generative methods like COMET.
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ABSTRACT
Graph-to-text (G2T) generation takes a graph as input and aims to
generate a fluent and faithful textual representation of the informa-
tion in the graph. The task has many applications, such as dialogue
generation and question answering. In this work, we investigate to
what extent the G2T generation problem is solved for previously
studied datasets, and how proposed metrics perform when compar-
ing generated texts. To help address their limitations, we propose a
new metric that correctly identifies factual faithfulness, i.e., given
a triple (subject, predicate, object), it decides if the triple is present
in a generated text. We show that our metric FactSpotter achieves
the highest correlation with human annotations on data correct-
ness, data coverage, and relevance. In addition, FactSpotter can
be used as a plug-in feature to improve the factual faithfulness of
existing models. Finally, we investigate if existing G2T datasets are

still challenging for state-of-the-art models. This paper is accepted
in Findings of EMNLP 2023 [1] and our code is available online:
https://github.com/guihuzhang/FactSpotter.
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Abstract. In data streaming, why-provenance explains why a given out-
come is observed but offers no help in understanding why an expected
outcome is missing. Explaining missing answers has been addressed in
DBMSs, but the solutions are not directly applicable to the streaming
setting, because of the extra challenges posed by limited storage and
by the unbounded nature of data streams. With Erebus we tackle the
unaddressed challenges behind explaining missing answers in streaming
applications, for the first time. Our thorough evaluation on real data
shows that Erebus can explain the (missing) answers with small over-
heads, both in low- and higher-end devices.
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An Analysis of Defects in Public JSON Schemas
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Abstract. JSON is a simple de facto standard cross-language textual
format used to represent, exchange and store data and documents in com-
puter systems. JSON Schema is a description language, based on JSON,
proposed to describe JSON types and validate JSON data. We inves-
tigate over 57,800 distinct public schemas for various defects through
static analysis, and identify cases of mistyping, misplacing, misnaming,
misspelling, misversioning and other miscellaneous issues. Over 60% of
schemas are defective, allowing in the worst case unintended data to be
validated. These findings suggest to make key changes to the current
JSON Schema draft so as to limit potential issues. It also leads us to
design JSON Model, an alternative compact and expressive JSON data
structure description language.
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ABSTRACT
The complexity of database systems has increased significantly
along with the continuous growth of data, forcing Information
Systems (IS) administrators to constantly adapt their data models
and carefully choose the best option(s) for storing and managing
data.In this context, we propose an automatic global approach for
leading data model’s transformation process. This approach starts
with the generation of all possible solutions. It then relies on a
cost model that helps to compare these generated data models
to finally choose the best one for the given use case. This cost
model integrates both data model and queries cost. It also takes into
consideration the environmental impact of a data model as well as
its financial and its time cost. This work presents for the first time
a multidimensional cost model encompassing time, environmental
and financial constraints, which compares data models leading to
the choice of the best one for a given use case and context. In
addition, a simulation tool for data model’s transformation and cost
computation has been developed based on our approach.

CCS CONCEPTS
• Information systems → Parallel and distributed DBMSs;
Database performance evaluation; Entity relationship mod-
els.
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1 INTRODUCTION
Data’s explosion especially characterized by the 3V (Volume, Variety
&Velocity) has opened upmajor research issues related tomodeling,
manipulating, and storing massive amounts of data [4].

The resulting so-called NoSQL systems correspond to four fami-
lies of data structures: key-value oriented (KVO), wide-column ori-
ented (CO), document oriented (DO), and graph oriented (GO). Fur-
thermore, requirements are constantly growing thus, guaranteeing
the efficiency and availability of information requires the ability
to respond effectively to new demands and requests on informa-
tion systems. Better restructuring of database schemas is needed to
maintain the 3V promise.

Today, this transformation is often driven by subjective choices,
which makes it hard to take all the factors into account. The main
issue is to provide the best data model for a given IS usage. This
question leads to the cost model estimation of a solution accord-
ing to the data model, statistics and queries to compute [3]. This
question is hardly tackled for NoSQL solutions and especially when
choosing the target architecture and structure. Finally, towards a
responsible consumption for ODD 121 the question recently arose
a need to be addressed.

To tackle this issue, we previously proposed a data model trans-
formation approach[1, 2] which aims at producing a set of data
models providing choices instead of focusing on a dedicated solu-
tion which prevents any trade-off, and reduces the search space by
taking into account the use case (set of queries).

In this paper, our main contributions are:
• A multidimensional cost model, which integrates three key
dimensions: time, environmental and financial costs,
• An environmental and a global cost-driven data model choice
to target the optimal data model(s),
• Advanced evaluation of environmental cost to compare im-
pacts of data models.

2 MULTIDIMENSIONAL COST MODEL
Our data model’s generation process allows to generate a set of
data models (Left part of Figure 1). Besides conventional measures

1UN ODD 12: https://www.un.org/sustainabledevelopment/sustainable-consumption-
production/
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Figure 1: ModelDrivenGuide: Global Model Driven Approach

like response time and throughput, NoSQL database systems de-
mand higher requirements due to the massive amount of data they
need to handle (which incurs significant costs) in terms of storage,
processing and communication.

In order to choose the best data model out of a set of generated
possible solutions, we propose a cost model that automatically
calculates the costs of data models to compare them and choose
the best one. The main contribution of this work is to propose a
multidimensional cost model based on time 𝑇 , environmental 𝐸
and financial 𝐹 cost functions (as shown in Figure 1).

To achieve this we need to measure these subfunctions with com-
mon parameters: volumes (expressed in Bytes). Each cost dimension
relies on the volume of stored data, the volume of processed data
on servers and the volume of transferred data among servers. More-
over, each cost dimension combines those volumes in different ways,
depending mostly on the data model itself and queries computation.

• Time cost dimension: varies according to several factors,
including the size and complexity of the data model, the
used storage type and processing infrastructure, and the
speed of the network connection. It is expressed in seconds
and calculated based on the volume of data processed by
RAM access, storage access on SSD, and the volume of data
transmitted.
• Environmental cost dimension: it is expressed in kg CO2e
and depends on data accesses like RAM, storage and com-
munication as well as number of servers (each server has a
carbon footprint). Our aim is therefore to estimate carbon
footprint (since measuring details of individual treatments
is impossible) for the purposes of comparing data models,
and not to obtain a precise impact.
• Financial cost dimension: it has few dependency on query
execution, since most of the expenses come from the num-
ber of servers depending on the pricing model (e.g., pay-as-
you-go or subscription) and from external data transfers.
Financial cost is expressed in currency (e.g., e, $)

3 DATA MODEL SELECTOR
By considering the time, environment, and financial costs at the
same level, we can make misleading decisions when evaluating data
models. We should balance these factors based on their priorities,
cost constraints, and sustainability goals to choose the most suitable
data model that aligns with the use case.

Themain goal of our approach is to choose an optimal datamodel.
To achieve the choice, we can either focus on a given dimension or
minimize the cost variation among settings.

• Environmental impact optimization: it focuses on the
environmental dimension in order to target objectives from
ODD 12. Under this policy, the environmental cost must be
minimized while respecting the constraints of the informa-
tion system, with guarantees of efficiency and budget. Out
of all the generated data models, the goal is to find the data
model(s) that minimizes a set of objectives {T, E, F} in a given
targeted setting (e.g., data volume, #servers, etc.). This strat-
egy minimizes Ewhile checking if all queries’ time are below
the corresponding constraint and the budget is respected.
• Global impact optimization: To obtain a data model that
minimizes all cost dimensions at once, we need to take into
account its evolution on different parameters. In this way, the
data model that varies least and has the lowest average cost is
more likely to be retained over time. In order to measure this
variation, we compute the cost density of each data model
for all settings.

4 CONCLUSION
In this paper, we have proposed a multidimensional cost model that
allows choosing the optimal data model out of different possible
solutions. Our cost model integrates time, environmental and finan-
cial dimensions to define the cost of each data model. It considers
queries cost on a data model and cost of data model itself.

We then propose a data model selector with two different ap-
proaches to choose the optimal data model(s). The first one chooses
the data model that minimizes environmental cost w.r.t time and
financial costs constraints, and the other one sorts data models ac-
cording to their stability thanks to its costs’ density among various
settings.
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ABSTRACT
Existential rules are an expressive knowledge representation lan-
guage mainly developed to query data. In the literature, they are
often supposed to be in some normal form that simplifies techni-
cal developments. For instance, a common assumption is that rule
heads are atomic, i.e., restricted to a single atom. Such assumptions
are considered to be made without loss of generality as long as
all sets of rules can be normalised while preserving entailment.
However, an important question is whether the properties that
ensure the decidability of reasoning are preserved as well. We pro-
vide a systematic study of the impact of these procedures on the

different chase variants with respect to chase (non-)termination
and FO-rewritability. This also leads us to study open problems
related to chase termination of independent interest.

The full paper is available at https://hal-lirmm.ccsd.cnrs.fr/lirmm-
03762686/file/carral-et-al-kr-2022.pdf, and the complete version
with proofs at https://arxiv.org/abs/2206.03124
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permitted under the terms of the Creative Commons license CC-by-nc-nd 4.0.
© 2023, Droits restant aux auteurs. Publié dans les actes de la conférence BDA 2023
(23-26 octobre 2023, Montpellier, France). Redistribution de cet article autorisée selon
les termes de la licence Creative Commons CC-by-nc-nd 4.0.

Post-actes BDA 2023 4 RÉSUMÉS DES ARTICLES LONG

28



A Data-Driven Model Selection Approach to
Spatio-Temporal Prediction*

Rocío Zorrilla1, Eduardo Ogasawara2,Patrick Valduriez3, Fábio Porto1

1Laboratório Nacional de Computação Científica - LNCC

2Centro Federal de Educação Tecnológica Celso Sukow da Fonseca - CEFET-RJ

3INRIA & LIRMM

{romizc,fporto}@lncc.br, eogasawara@ieee.org, Patrick.Valduriez@inria.fr

Successfully predicting the behavior of spatio-temporal phenomena based on past
observations is essential for a wide range of scientific studies and real-life applications
like precipitation nowcasting [Souto et al., 2018], and climate alert systems [Murat et al.,
2018]. In support of these applications, traditional data processing and time series analysis
approaches generate predictive models that aim for predictive accuracy at the cost of high
execution time and utilization of computational resources [Hassani and Silva, 2015].

More recently, a new class of systems, known as prediction serving systems, has
emerged to support trained models scheduling warranting performance and run-time ef-
ficiency [Ghanta et al., 2019; Polyzotis et al., 2018]. For spatio-temporal phenomena,
the focus of this paper, expressing a predictive query, involves specifying spatio-temporal
constraints that define a region, a target variable whose values are to be inferred, and an
evaluation metric for the performance of the predictive query. The query outcome then
exhibits the target variable’s future values on the specified region, computed by predictive
models that meet the metric evaluation threshold.

However, we argue that building a query plan to answer a spatio-temporal predic-
tive query is hard from several perspectives. Among them, we are interested in the model
selection and allocation problem: for a given spatio-temporal query region, a serving sys-
tem must automatically build an appropriate plan that chooses between training models
or pick pre-trained models for each query region spatial position.

The main objective of this work was to develop an approach to make predictions,
within some tolerated error margin, about future states of a spatio-temporal region, using
carefully selected predictive models that have been trained with limited temporal data. To
achieve this, we formulate the problem of model composition to process predictive queries
and propose a solution where the model selection is guided by a data-driven approach
backed by shape-based domain partitioning. The computational experiments were then
designed to evaluate the proposal, considering the case study of temperature forecasting.

Within our proposal, both the domain partitioning (k–medoids) and the construc-
tion of Representative Models can be computed and persisted during an offline phase,
quickly retrieved during an online phase, significantly reducing the elapsed time for pro-
cessing predictive queries. In this regard, the choice of k becomes an important factor for
the predictive quality, and three techniques to find optimal values of k were explored. We

*The authors thanks CAPES, CNPq, and FAPERJ for partially supporting the paper. This work is
developed in the context of the HPDaSc INRIA-Brazil Associated Team.
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find that the intuitive choice of a large value of k may not always produce the best results:
fewer groups may produce more accurate results for some elements of the query region.

The previous result motivated the proposal of a neural network classifier for model
selection. In the offline phase, we allow the construction of representative predictive
models for multiple partitioning criteria (k = {8, 66, 132}). For the online phase, the
classifier matches the subset (tp time units) of each u.t.s in the query region to one of the
representatives, thus creating the model composition for a given predictive query.

We show that our proposal can process predictive queries with significantly lower
response time, while maintaining comparable predictive quality. To evaluate this exper-
imentally, we used sMAPE forecast errors accumulated over query regions with MSE.
Results indicate 20% and 45% relative increases for k = 66 and the Classifier approach,
respectively, with a gain in computational efficiency of two orders of magnitude as a
trade-off. We recognize that the Classifier needs to be improved, e.g., by considering a
domain with a larger volume of data and understanding its classification accuracy.

Our proposal opens up several research directions. The calculation of pairwise
DTW distances can be enhanced by grouping time series with an incremental process
for the DTW matrix [Oregi et al., 2017]. For the domain partitioning task, we could
consider non-crisp partitioning techniques [Izakian et al., 2015], producing more than
one representative for a given element. This work did not focus on forecast time for the
online phase as the ARIMA models deliver predictions in milliseconds; however, more
complex models would imply significant service times. Therefore, a natural follow-up
would include a multi-objective optimization process.
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ABSTRACT
Upskilling is a fast-growing segment of the education economy [10].
Yet, there is little algorithmic work that focuses on crafting dedi-
cated strategies to reach high skill mastery. In this paper, we formal-
ize AdUp, an iterative upskilling problem that combines mastery
learning [12] and Zone of Proximal Development [3]. We design
two solutions for AdUp: MOO and MAB which adapt the difficulty of
recommended tests to three objectives: learner’s predicted perfor-
mance, aptitude, and skill gap. Our simulation experiments, using
two common learner simulation models: BKT (KT-IDEM) [11] and
Item Response Theory (IRT) [13], demonstrate the necessity of
leveraging all three objectives and the need to adapt the optimiza-
tion objectives to the learner’s progression ability.

1 INTRODUCTION
Today, learners engage in self-directed learning, managing many
elements of their own study, which, in turn, often requires work-
ing on various learning activities independently with less direct
guidance from teachers [7]. Consequently, providing guarantees on
the quality of learning outcomes is increasingly difficult in these
new bite-sized learning structures as they can lead to the so-called
illusion of explanatory depth [14] where learners only acquire a
superficial understanding of a topic. Ideally, each learner should
receive tests chosen in a such way that the learner’s skill progresses.
This should account for the learner’s ability to resolve tests based
on skill and past performance. That is mastery learning [12].
Contributions. We formalize the AdUp Problem, our Adaptive
Upskilling Problem as an optimization problem where a learner
receives 𝑘 tests that maximize expected performance and aptitude,
and minimize accumulated skill gap. The combination of these ob-
jectives constitutes the novelty of our formalization. We propose
to explore two solutions to solve AdUp: a Multi-Objective Opti-
mization, referred to as MOO, and a Multi-Armed Bandits solution,
referred to as MAB. MOO relies on Pareto dominance between 𝑘 test
sets and a Hill Climbing [9] heuristic algorithm that finds a subset
of the non-dominated solutions [2]. Several variants can be drawn
from MOO depending on the different compositions between the
optimization objectives. We propose MAB, a second solution that

© 2023, Copyright is with the authors. Published in the Proceedings of the BDA 2023
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chooses automatically which of the three optimization dimensions
to optimize at each iteration. We formalize this approach as a multi-
armed bandit (MAB) problem.

2 MODEL AND PROBLEM
We consider a learner 𝑙 ∈ L who follows an iterative learning pro-
cess for a skill 𝑠𝑘 . We focus on one skill that has a scalar as a value.
At each step, 𝑙 completes a set of 𝑘 tests with different difficulty
levels. Each test 𝑡 ∈ T has a fixed difficulty 𝑑𝑡 . We associate to
each learner 𝑙 a skill value 𝑙 .𝑠𝑘 that either remains the same or
increases as the learner successfully completes tests. To formalize
our problem, we define dimensions that characterize the iterative
learning process of a learner 𝑙 for a skill 𝑠𝑘 .

2.1 Expected performance, aptitude, and gap
Expected performance. It is the expected performance of learner
𝑙 for a test 𝑡 . It is based on the similarity of 𝑡 with successfully
completed tests 𝑙 .S ⊆ T by 𝑙 .
Aptitude. It quantifies the difference between a learner’s skill
value (𝑙 .𝑠𝑘) and the difficulty level of a test 𝑡 (𝑑𝑡 ). It represents the
learner’s progression ability for the skill when assigned tests that
are correctly completed.
Gap. It quantifies the similarity between the past failed tests (set
𝑙 .F ⊆ T ) and the test 𝑡 .

2.2 The AdUp problem
To achieve skill mastery, we propose an iterative formulation that
solves the following optimization problem:

Problem 1 (The AdUp Problem). Given a learner 𝑙 , with a skill
𝑙 .𝑠𝑘 , find a batch 𝐵 ⊆ T of 𝑘 tests to assign to 𝑙 at iteration 𝑖 s.t.:

maximize
∑︁
𝑡 ∈𝐵

exPerf (𝑙, 𝑡 )

maximize
∑︁
𝑡 ∈𝐵

apt (𝑙, 𝑡 )

minimize
∑︁
𝑡 ∈𝐵

gap (𝑙, 𝑡 )

subject to |𝐵 | = 𝑘

(1)

3 SOLUTIONS
The main challenge in solving AdUp, is its multi-objective nature.
We propose to explore two solutions: a Multi-Objective Optimiza-
tion, referred to as MOO, and a Multi-Armed Bandits solution, re-
ferred to as MAB.
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3.1 Multi-Objective Optimization (MOO)
We propose an approach that finds the Pareto solutions by address-
ing all objectives at once [2]. To do so, we define a dominance
relation between two sets of size 𝑘 . We design a heuristic (Algo-
rithm 1) to avoid an exhaustive exploration of the search space.
It finds 𝑡𝑖𝑚𝑒𝑠 optimal batches of tests using Hill Climbing to opti-
mize expected performance and aptitude (Line 5). From the set of
non-dominated candidates, the one with the lowest gap is chosen.

Algorithm 1: Heuristic MOO
Input: learner 𝑙 , set of tests T , size 𝑘 , # repetition 𝑡𝑖𝑚𝑒𝑠

1 while not mastery do
2 𝑅𝑒𝑠𝑢𝑙𝑡𝑠 ← ∅
3 for 𝑛 in [1..𝑡𝑖𝑚𝑒𝑠 ] do
4 𝐶 ← 𝑅𝑎𝑛𝑑𝑜𝑚_𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒 (𝑘 )
5 𝐶∗ ← 𝐻𝐶𝐴𝐸 (𝐶 )
6 𝑅𝑒𝑠𝑢𝑙𝑡𝑠.𝐴𝑑𝑑 (𝐶∗ )
7 end
8 Keep non-dominated candidates in 𝑅𝑒𝑠𝑢𝑙𝑡𝑠

9 𝐵 ← The solution from 𝑅𝑒𝑠𝑢𝑙𝑡𝑠 with the lowest skill 𝑔𝑎𝑝
10 𝑙 completes 𝐵
11 𝑙 .𝑠𝑘 ← 𝑠𝑘𝑖𝑙𝑙_𝑢𝑝𝑑𝑎𝑡𝑒 (𝑙 .𝑠𝑘, 𝐵)
12 end

MOO variants. There are multiple solution variants to AdUp: MOO as
described above; MOEG, MOAG, and MOAE optimize expected perfor-
mance and gap, aptitude and gap, or aptitude and expected perfor-
mance respectively; MOG, MOE, and MOA optimize gap only, expected
performance only, or aptitude only respectively.

3.2 Multi-Armed Bandits Algorithm (MAB)
A drawback of the previous solution is that all the variants optimize
exactly the same dimensions over all the assigned batches of tests
during the whole learning process. However, it would be desirable
to have an approach that can learn to find the dimensions to opti-
mize at each iteration. We propose a MAB solution where each arm
corresponds to one of the previous optimization variants and the
reward 𝑟𝑖 , at iteration 𝑖 , for each variant 𝑣 is defined as the speed
of skill progression:

𝑟𝑖𝑣 =

∑
∀iterations 𝑗, 𝑗<𝑖 skill gain offered by 𝑣 at iteration 𝑗

#time the variant 𝑣 was chosen
MAB variants.We implemented different multi-armed bandit strate-
gies [15]: 𝜖-GREEDY that chooses randomly a variant with an 𝜖
probability, THOMPSON Sampling which selects the arm with prob-
ability equal to the probability of it being the optimal choice, the
upper confidence bound (UCB) which combines the reward and an
uncertainty measure with a confidence degree (𝑐) and SOFTMAX
which relies on Boltzmann distribution with temperature (𝜏).

4 EXPERIMENTS
We formulate four research questions: RQ1. Is the combination
of all optimization dimensions well-adapted for attaining mastery
and improving skill gain? RQ2.a Do different settings of the skill
update strategy exhibit different results? RQ2.b Does the choice of
the learner simulation model impact mastery and skill gain? RQ3.
Does an application of a meta-strategy that chooses to optimize

a subset of dimensions at each iteration (MAB), improve mastery
achievement?

4.1 Settings
Data. We use real data collected from a Czech educational system1

from which we infer 42 distinct difficulty levels ranging in ]0, 1[.
Learner simulation. There exist several models to simulate learn-
ers. The first model simulates learners using an extended version of
BKT (KT-IDEM) [11] that considers the difficulty of tests. We used
the implementation of [1]. The second model simulates learners
based on latent factors [6]. It is based on Item Response Theory
(IRT) [13]. We used the implementation of [4].
Baselines and Metrics.We compare MOO, MAB and their variants.
We consider ALTERNATE, an approach that assigns a random set of
tests whose difficulties alternate [8]. We report (1) the average skill
gain, and (2) the average skill progression. We also examine (3) the
percentage of learners who attained mastery and (4) the average
number of iterations required to attain mastery.

4.2 RQ1: Impact of optimizing all dimensions
This experiment shows that combining all objectives yields the
highest skill gain which permits a higher mastery in fewer itera-
tions. It also shows challenging learners and optimizing aptitude is
beneficial to attain mastery. These results also confirm the ZPD and
Flow theories [3] and show the importance of leveraging aptitude
and challenging learners.

4.3 RQ2.a: Impact of the skill update strategy
This experiment finds that MOO is not sensitive to varying different
settings of the skill update strategy.

4.4 RQ2.b: Impact of changing the learner
simulation model

This experiment finds that IRT generalizes the results of KT-IDEM.
In this case, we also observe that MOO offers the highest rate of
mastery. From the results, we see that the main difference between
the two models is that IRT tends to favor gap as MOAG is comparable
to MOO while BKT favors expected performance as MOAE was the
second best.

4.5 RQ3: Impact of the meta-strategy
This experiment finds that choosing automatically the dimensions
to optimize at each iteration improves the rate of mastery and the
number of iterations needed to achieve it.

5 CONCLUSION AND FUTUREWORK
We addressed adaptive upskilling following a mastery learning
approach. We proposed two approaches: MOO that directly solves
our problem and a MAB that chooses among different optimization
variants at each iteration. Our experiments confirmed that MAB
offers a higher mastery rate and a better final skill gain than MOO.

For future work, we would like to deploy our algorithms with
real learners. In addition to that, we aim to extend our formalization
by considering additional theories (e.g., collaborative learning [5]).
1https://github.com/adaptive-learning/matmat-web/blob/master/data/data_description.md
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ABSTRACT
The development and adoption of personal data management sys-
tems (PDMS) has been fueled by legal and technical means such
as smart disclosure, data portability and data altruism. By using a
PDMS, individuals can effortlessly gather and share data, generated
directly by their devices or as a result of their interactions with com-
panies or institutions. In this context, federated learning appears
to be a very promising technology, but it requires secure, reliable,
and scalable aggregation protocols to preserve user privacy and
account for potential PDMS dropouts. Despite recent significant
progress in secure aggregation for federated learning, we still lack
a solution suitable for the fully decentralized PDMS context. This
paper proposes a family of fully decentralized protocols that are
scalable and reliable with respect to dropouts. We focus in particu-
lar on the reliability property which is key in a peer-to-peer system
wherein aggregators are system nodes and are subject to dropouts
in the same way as contributor nodes. We show that in a decen-
tralized setting, reliability raises a tension between the potential
completeness of the result and the aggregation cost. We then pro-
pose a set of strategies that deal with dropouts and offer different
trade-offs between completeness and cost. We extensively evaluate
the proposed protocols and show that they cover the design space
allowing to favor completeness or cost in all settings.

CCS CONCEPTS
• Computer systems organization→ Peer-to-peer architec-
tures.

KEYWORDS
Secure aggregation, peer-to-peer, reliability, federated learning.

1 INTRODUCTION
New privacy-protection regulations (e.g., GDPR) and smart disclo-
sure initiatives in the last decade have boosted the development and
adoption of Personal Data Management Systems (PDMSs) [1]. A
PDMS (e.g., Cozy Cloud [8], Nextcloud, Solid) is a data platform that
allows users to easily collect, store, and manage into a single place
data directly generated by the user’s devices (e.g., quantified-self
data, smart home data, photos) and data resulting from the user’s
interactions (e.g., social interaction data, health, bank, telecom).
Users can then leverage the power of their PDMS to benefit from
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their personal data for their own good and for the benefit of the
community [6].

As a result, the PDMS paradigm leads to a shift in the personal
data ecosystem since data becomes massively distributed, on the
user side. It also holds the promise of unlocking innovative usages.
An individual can now cross her data from different data silos, e.g.,
health records and physical activity data. In addition, individuals
can leverage their PDMSs by forming large communities of users
sharing their data. This allows, for example, to compute statistics
for epidemiological studies or to train a Machine Learning (ML)
model for recommendation systems. In this context, it is natural
to rely on a fully decentralized PDMS architecture (as opposed
to central servers that raise several important issues such as cost,
availability and scalability with the number of users), but this also
poses new challenges.

Aggregation primitives are essential to compute basic statistics
on user data and are also a fundamental building block for ML
algorithms. In particular, Secure Aggregation (SA) is a central com-
ponent of Federated Learning (FL), introduced in [12], as evidenced
by the large body of recent work in this area [11]. However, to
enable such new usages in the PDMS context, we need new so-
lutions adapted to its specificity. First, PDMS users rely on large
peer-to-peer systems for data sharing and computations [1, 5] thus
requiring fully decentralized and scalable aggregation protocols,
discarding data centralization on servers. Also, these protocols need
to protect user privacy and adapt to varying selectivity (i.e., the
consent of relevant participants). Ideally, the proposed protocol
should provide an accurate result that takes advantage of the high-
quality data available in PDMSs. Efficiency (i.e., protocol latency
and total load of the system) is of prime importance given the po-
tentially limited communication speed or computation power of
PDMSs. Finally, given the scale of such decentralized aggregation,
protocols must also be robust to node dropouts. To summarize, our
goal is to design protocols that fulfill the following properties: fully
decentralized and highly scalable, with the number of partici-
pants; privacy-preserving, i.e., protecting the confidentiality of
the contributed user data; accurate, i.e., no trade-off between accu-
racy and privacy (e.g., like in the data anonymization or differential
privacy approaches); adaptable, i.e., adapting to a large spectrum
of computation selectivity values (reflecting the subset of contribu-
tor nodes) and system configurations (network and cryptographic
latency); and reliable, i.e., handling node dropouts (e.g., failures,
voluntary disconnections or unexpected communication delays).

Ensuring these properties altogether is challenging and to the
best of our knowledge, the existing distributed Secure Aggrega-
tion (SA) protocols fail to achieve this objective. On one hand,
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approaches such as local differential privacy are based on adding
noise to protect privacy. This affects accuracy [3] or reliability to
dropouts [15] and requires a very large number of participants to
reduce the impact of noise which contradicts an adaptive node
selectivity (see Section ??). On the other hand, despite leveraging
different cryptographic schemes in SA for FL [11] (e.g., encryption-
based [2, 9] or secret sharing-based [4, 7, 10]), existing solutions
employ a similar hybrid architecture wherein one or several highly
available and powerful servers aggregate the data supplied by many
user devices. Although some solutions consider the case of node
dropouts, this applies to client devices and never to aggregation
servers [4, 7]. In a Peer-to-Peer (P2P) PDMS system, all computa-
tions are performed by internal PDMS nodes (i.e., user devices).
Hence, the data aggregators and data contributor nodes have the
same constraints, i.e., limited computing power and availability.
Such nodes cannot be expected to carry out heavy cryptographic
operations [4] and can drop out during the computation. Fortu-
nately, the P2P approach allows involving many nodes to perform
a computation thus reducing the load on individual aggregators.

A first effort towards SA adapted to P2P systems was made
in [13], where we designed a protocol that fulfill the above proper-
ties in an ideal setting, i.e., without considering the reliability issue.
This work brings two major novelties. First, we focus on the reliabil-
ity property, which is difficult to guarantee in a fully-decentralized
setting and deserves a detailed study. Second, although our proto-
cols apply to SA in general, we chose to study the more general
case of FL, given its particular interest in the PDMS paradigm. The
study of FL is also more challenging due to the potentially large
size of the model, which increases the scalability problem. In our
experiments, we consider model sizes from very small to very large,
thus covering a wide range of use cases (including classical SA).

Our contributions are as follows. We analyze the impact of
dropouts, be it contributor or aggregator nodes, on the other prop-
erties of an SA protocol designed for a P2P PDMS system. Node
dropouts have a direct impact on accuracy (i.e., a single failure can
make the final computation result useless) and on efficiency (i.e.,
it can introduce large latency). From this analysis, we derive the
precise requirements of a reliable protocol and show that in a fully-
decentralized context, reliability also introduces a tension between
result completeness (i.e., the percentage of initial contribution in
the final result, despite dropouts) and computation cost. We intro-
duce the necessary building blocks to deal with these requirements.
Then, we propose a variety of execution strategies offering different
trade-offs between completeness and cost and allowing to cover a
wide spectrum of dropout rates, contributor selectivity or trained
model sizes. Our extensive experimental evaluation shows that the
proposed strategies cover well the design space allowing to favor
completeness or cost in all settings.

The full version of the paper [14] is structured as follows. We
first discuss the related work w.r.t. the required properties. We then
introduce the considered architecture and threat model. The next
section reminds the main design principles proposed in [13] and
then introduces, as a starting point, a straw-man SA protocol which
efficiently computes the required aggregation assuming an ideal
world (i.e., there are no node dropouts). This allows to highlight the
challenges induced by reliability issues. We then present the neces-
sary building blocks to addresses the reliability related challenges,

before proposing four SA strategies that leverage those building
blocks and allow for different trade-off between result completeness
and aggregation cost. Finally, we extensively evaluate the proposed
strategies and conclude.
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RÉSUMÉ
Un défi de la distribution de la découverte de connaissance et de

la fouille de données est d’estimer la fiabilité des données prove-
nant de sources autonomes, tout en protégeant la confidentialité
de ces sources. Les algorithmes de découverte de vérité aident à
corroborer les données de sources contradictoires. Pour chaque
requête reçue, un algorithme de découverte de vérité prédit une
valeur de vérité de la réponse, en mettant éventuellement à jour le
score de confiance de chaque source. Peu de travaux, cependant,
s’intéressent aux problèmes de confidentialité. Nous concevons et
présentons un protocole de calcul multi-parti sécurisé basé sur du
partage de secret, afin de réaliser des tests de pseudo-égalité qui
sont utilisés dans des algorithmes de découverte de la vérité pour
calculer des additions en fonction d’une condition. Le protocole ga-
rantit la confidentialité des données et des sources. Nous présentons
également des variantes des algorithmes de découverte de la vérité
qui sont rendues plus rapides quand on utilise du calcul multi-parti.
Nous évaluons de manière empirique la performance du protocole
proposé sur deux algorithmes de découverte de la vérité qui font
partie de l’état de l’art, Cosine et 3-Estimates, et les comparant avec
des algorithmes sans calcul multi-parti. Les résultats confirment
que les algorithmes utilisant le calcul multi-parti sécurisé à base
de partage de secret sont aussi précis que les versions standard, si
on fait exception d’approximations numériques qui permettent de
réduire la complexité du calcul.

VERSION COMPLÈTE
Ce travail est décrit dans un article en anglais qui a été présenté

à la conférence DEXA 2023 [2] ; une version étendue est également
disponible [1].

Remerciements. Ces recherches font partie du programme Des-
Cartes et sont soutenues par laNational Research Foundation, bureau
du premier ministre, Singapour, au sein de son programme Campus
for Research Excellence and Technological Enterprise (CREATE).

© 2023, Copyright is with the authors. Published in the Proceedings of the BDA 2023
Conference (October 23-26, 2023, Montpellier, France). Distribution of this article is
permitted under the terms of the Creative Commons license CC-by-nc-nd 4.0.
© 2023, Droits restant aux auteurs. Publié dans les actes de la conférence BDA 2023
(23-26 octobre 2023, Montpellier, France). Redistribution de cet article autorisée selon
les termes de la licence Creative Commons CC-by-nc-nd 4.0.

RÉFÉRENCES
[1] Angelo Saadeh, Pierre Senellart, and Stéphane Bressan. 2023. Confidential Truth

Finding with Multi-Party Computation. In Proc. DEXA. Penang, Malaysia.
[2] Angelo Saadeh, Pierre Senellart, and Stéphane Bressan. 2023. Confidential Truth

Finding with Multi-Party Computation (Extended Version). CoRR abs/2305.14727.

Post-actes BDA 2023 4 RÉSUMÉS DES ARTICLES LONG

36



Appliance Detection Using Very Low-Frequency Smart Meter
Time Series

Adrien Petralia
EDF - Université Paris Cité

Paris, France
adrien.petralia@gmail.com

Philippe Charpentier
EDF

Palaiseau, France
philippe.charpentier@edf.fr

Paul Boniol
Université Paris Cité

Paris, France
boniol.paul@gmail.com

Themis Palpanas
Université Paris Cité - IUF

Paris, France
themis@mi.parisdescartes.fr

KEYWORDS
Appliance Detection, Smart Meter Data, Time Series Classification

1 EXTENDED ABSTRACT
The energy sector is undergoing significant changes, primarily
driven by the need for a more sustainable and secure energy supply.
One way to better manage our consumption is to understand it bet-
ter. In the last decade, electricity suppliers have installed millions of
smart meters worldwide to improve their ability to manage the elec-
trical grid [4, 10]. These meters record detailed time-stamped data
on electricity consumption, allowing both individual customers
and businesses to better understand and rationalize their consump-
tion [3]. These data are also valuable for suppliers, as they can help
them anticipate energy demand more accurately. Overall, the wide-
spread adoption of smart meters plays a crucial role in transitioning
toward a more sustainable and efficient energy system.

We note that it has become essential for electricity suppliers to
know which electrical appliances their customers own. This knowl-
edge allows suppliers to better segment their customer base [1],
and therefore to propose personalized offers and services that in-
crease the customer satisfaction and retention. Furthermore, they
can help customers rationalize their electricity consumption, there-
fore contributing to the energy transition. One way to gather this
information is by asking customers directly through a consumption
questionnaire. However, this method can be a significant invest-
ment in terms of time and resources, which customers may not
accept, and is also prone to errors. Therefore, electricity suppliers
need to find more efficient and non-intrusive ways of gathering
this information, such as using advanced data analytics techniques
to detect the appliances directly through the collected smart meters
data [5].

Appliance detection has become a significant area of research,
with various techniques employed to detect the presence of de-
vices [9, 12]. This problem is closely related to Non-Intrusive Load
Monitoring (NILM), which aims to identify the power consumption,
pattern, or on/off state activation of individual appliances using
only the total consumption series [7]. While detecting an appliance
can be seen as a step in NILM-based methods [2, 6, 8, 11], and di-
verse approaches have been proposed in the literature [2, 6, 8, 11],
they differ from our objective. Indeed, these studies essentially fo-
cus on detecting when a specific appliance is "ON" rather than if
a household owns a specific appliance, and the presence of a spe-
cific appliance is in several cases already known before applying
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Figure 1: Comparisons of load curves containing a dish-
washer and a washing machine at different sampling fre-
quencies (1 second vs 1, 15, and 30min)

these approaches. Moreover, the majority of the NILM studies rely
on data sampled at ≥1Hz, and consequently use signature-based
methods [9, 12] that require either knowledge about how each
appliance operates, or training on their individual power consump-
tion. Nonetheless, most existing smart meter installations record
consumption at a very low sampling frequency: once every 10 to 60
minutes (in some cases at an even lower frequency). This results in
signals where the unique appliance pattern information has been
smoothed-out, or lost. Figure 1 illustrates this loss of information.
We observe that the dishwasher (shown on the left) and washing
machine (shown on the right) signatures become increasingly hard
to distinguish from one another as the sampling frequency drops.
Therefore, it becomes infeasible to accurately detect appliances us-
ing signature-based methods for the sampling frequencies actually
used in practice.

In this paper, we propose a benchmark of diverse state-of-the-art
classification methods for the problem of appliance detection in
very low-frequency electrical consumption time series. We con-
duct our experimental evaluation on five real smart meter datasets
using different time series classifiers. We first focus on detecting
appliances in very low-sampled smart meters data (30min level),
as it is nowadays one of the standard sampling rates adopted by
electricity suppliers. We then provide an in-depth analysis of the
increasing detection quality using higher frequency smart meter
readings: 15min, 10min, and 1 min. To our knowledge, this is the
first study to perform an exhaustive comparison of 11 state-of-the-
art methods on five diverse real datasets with 13 different types of
appliances, for multiple sampling frequencies. The experimental
evaluation demonstrates that current time series classifiers can
accurately detect several appliances, even at the 30min resolution.
Specifically, deep learning techniques are the most accurate and
scalable when applied to large smart meter datasets. Moreover, we
demonstrate that setting the smart meter reading frequency to 1min

Post-actes BDA 2023 4 RÉSUMÉS DES ARTICLES LONG

37



Time series Classification

Nearest-
Neighbor

Tree-
based

Dictionary-
based

Deep 
learning-based

Convolutional-
based

KNN
(eucli)

KNN
(dtw)

TSF
Rise

DrCIF

BOSS
BOSS 
(ens)

cBOSS
(ens)

Rocket
MiniRocket
Arsenal

ConvNet
ResNet

ResNetAtt
Inception

Figure 2: Taxonomy of classifier considered in our bench-
mark (in blue: classifier used in the experimental evaluation).

can greatly enhance appliance detection using time series classifiers.
Our contributions are summarized as follows.
• We describe a framework for comparing the performance of dif-
ferent time series classification methods for the appliance detec-
tion problem and make this framework publicly available: https:
//github.com/adrienpetralia/ApplianceDetectionBenchmark
• We perform an extensive experimental evaluation using 5 di-
verse real datasets and 11 time series classifiers, including both
traditional machine learning, as well as deep learning methods.
• We report the results of our comparison, which demonstrate
that (i) current time series classifiers can only detect certain
appliances at the 30min resolution; (ii) deep learning classifiers
are the most accurate and scalable solution; and (iii) electric-
ity suppliers should target a minimum smart meter reading
frequency of 15min.
• The findings of this study can help electricity suppliers make in-
formed decisions regarding the characteristics of future smart
meter deployments. Moreover, these findings point to inter-
esting (and still challenging) open research directions in the
context of electricity consumption time series analysis and ap-
pliance detection in particular.
The full version of this paper is available at https://dl.acm.org/d

oi/10.1145/3575813.3595198.

2 EXPERIMENTAL EVALUATION
The different approaches proposed in the literature to solve the time
series classification problem are shown in Figure 2. The objective
is to compare the performance of these methods when applied to
the appliance detection problem.

The overall results using 30min sampled data, shown in Figure 3,
demonstrate that InceptionTime outperforms other classifiers when
considering the average score and rank; InceptionTime is followed
by ResNet, Arsenal, ConvNet, MiniRocket, and Rocket.

Figure 4 summarizes the average total running time (i.e., training
and inference time together) for the 11 classifiers we studied. Tak-
ing into consideration the performance of the convolutional-based
approaches (deep- and non-deep-learning approaches), as well as
their running time, we observe that this type of classifier is the most
suitable for appliance detection using 30min sampled smart meter
data. InceptionTime reaches a slightly higher detection score, but at
the cost of longer execution times. A balance between performance
and efficiency is achieved by the ResNet and ConvNet classifiers.
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Figure 3: Average classifiers detection score through all the
detection cases and all the datasets.
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Figure 1: The Architecture of ATEM

ABSTRACT
This paper presents ATEM, a novel framework for studying topic
evolution in scientific archives. ATEM employs dynamic topic mod-
eling and dynamic graph embedding to explore the dynamics of
content and citations within a scientific corpus. ATEM explores a
new notion of citation context that uncovers emerging topics by
analyzing the dynamics of citation links between evolving topics.
Our experiments demonstrate that ATEM can efficiently detect
emerging cross-disciplinary topics within the DBLP archive of over
five million computer science articles.

KEYWORDS
Evolution Model, Topic Emergence, Science Evolution

1 MOTIVATION
Scientific research is a continuous process that generates new theo-
ries shaped by the collective efforts of scientists through research,
experimentation, and analysis. Understanding the evolution of sci-
ence has the capacity to revolutionize the research landscape, as
it has significant implications for research funding and public pol-
icy decisions in academic and industrial settings. One of the most
useful analyses of the evolution of science is the detection of topic
emergence, which involves the identification of new areas of re-
search and study within scientific disciplines. Emerging topics are
ideas or issues that gain attention or become more prominent in a
particular field or area of interest. The detection of emerging topics
has far-reaching implications for society, providing a way to track
the evolution of scientific fields and to shape future research and
technological development.

There are many approaches to analyzing the evolution of sci-
ence. Topic-based approaches can identify trends for specific terms
or phrases but may not capture the broader context and relation-
ships between scientific concepts, while citation-based approaches

© 2023, Copyright is with the authors. Published in the Proceedings of the BDA 2023
(Montpellier, France) Conference. Distribution of this paper is permitted under the
terms of the Creative Commons license CC-by-nc-nd 4.0.

capture the relationships between scientific articles but are less
effective at identifying trends for specific terms or phrases. These
limitations highlight the need for a more holistic and versatile ap-
proach to provide a deeper understanding of topic evolution, while
preserving the nuanced relationships between scientific topics. In
this paper, we aim to discover emerging topics by proposing a
framework, called ATEM, that discovers the evolution of science
with different analyses. ATEM is driven by the recognition that
citation links serve a dual purpose: they not only signify semantic
connections between different topics, but also suggest the potential
emergence of new topics within the cited interdisciplinary domains.

2 METHOD
As illustrated in Figure 1, ATEM is a general-purpose framework
for modeling and analyzing the evolution of topics generated from
scientific archives:
• Extracting Evolving Topics: The first layer extracts evolv-
ing topics from a corpus of documents using dynamic topic
modeling. for describing the evolution of topics within a set
of documents along different time periods.
• Creating Evolving Topic-Citation Graph: The second layer
projects the structure of the document citation network into
an evolving topic-citation graph. Our hypothesis is that cita-
tions between documents reflect additional interesting rela-
tionships between the topics discussed in those documents.
• Extracting Emerging Topics: The third layer applies a dy-
namic graph embeddingmethod on the evolving topic-citation
graph and defines emerging topics as the clusters of evolving
topics with similar graph embeddings at a given time period.
The assumption behind is that graph embeddings reflect the
citation context of topics and new cross-disciplinary topics
emerge from these clusters.

3 EXAMPLE
We generated emerging topics from the DBLP archive available at
https://www.aminer.org/citation. Figure 3 shows the evolution of
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the graph embedding neighborhood of topic T680C6 about "nearest
neighbor classifier" (Figure 2) in 2013. We can see, for example, that
topic T661C6 about "diabetic, meal and blood_glucose", appears in
2013 as a close embedding neighbor of the evolving topic T680C6.
Table 1 shows the documents shared by T680C6 and T661C6. These
documents are obtained by taking the intersection of the results of
two search queries 𝑅(𝑇 680𝐶6) =[’nearest neighbors’, ’knn’, ’nearest
neighbor’] and 𝑅(𝑇661𝐶6) =[’glycemic’, ’hypoglycemia’, ’hyper-
glycemia’] over the archive ranked by the average search score. The
result shows that most of the top relevant documents for the emerg-
ing topic (T680C6, T661C6) were published after its emergence
period in 2013.

Figure 2: Evolving topic T680C6.

Figure 3: Embedding distance of topic T680C6 at period 2013

Figure 4: Evolving topic T661C6

Table 1: Emerging documents of topics (T680C6,T661C6)

Year Title
2020.0 Performance evaluation of classification methods with PCA and PSO for diabetes.
2020.0 An Empirical Evaluation of Machine Learning Techniques for Chronic Kidney Disease Prophecy
2020.0 Using Machine Learning to Predict the Future Development of Disease
2019.0 Performance Analysis of Machine Learning Techniques to Predict Diabetes Mellitus.
2018.0 Accurate Diabetes Risk Stratification Using Machine Learning: Role of Missing Value and Outliers.
2017.0 Automatic Diagnosis Metabolic Syndrome via a k- Nearest Neighbour Classifier.
2016.0 Predicting risk of suicide using resting state heart rate.
2015.0 Computer-aided diagnosis of diabetic subjects by heart rate variability signals using discrete wavelet

transform method
2013.0 Automated detection of diabetes using higher order spectral features extracted from heart rate signals

4 VALIDATION
To validate our approach, the emerging topics generated by ATEM
are compared to topic pairs freshly connected by citation links
at a given time period (baseline). The emergence of embedding
neighbors and citation neighbors is quantified by a new emergence
predictability metrics comparing the number of documents pub-
lished before and after the emergence period:

E(𝑡𝑒 ) :
|𝐷 𝑓 𝑢𝑡𝑢𝑟𝑒 (𝑡𝑒 ) | − |𝐷𝑝𝑎𝑠𝑡 (𝑡𝑒 ) |

|𝐷 (𝑡𝑒 ) | (1)

where𝐷𝑝𝑎𝑠𝑡 (𝑡𝑒 ) are the documents published before the emergence
period of 𝑡𝑒 , and 𝐷 𝑓 𝑢𝑡𝑢𝑟𝑒 (𝑡𝑒 ) are the documents published after the
emergence period of 𝑡𝑒 .

Figure 5 compares the predictability values for ATEM emerging
topics (blue) and citation neighbors (orange). We observe that the
emerging topics of ATEM have higher predictability compared to
the baseline. Figure 6 shows the violin distribution of predictability
values. As we can see, more than 50% of embedding neighbors
define emerging topics with emergence value 0.5 (1.5/0.5 = 3 times
more documents are published after emergence period than before)
whereas this is only the case for less than 20% of citation neighbors.

Figure 5: Average emergence values of ATEM (blue) vs co-
citation analysis (orange)

Figure 6: Emergence predictability distribution.

This article will be published in The 12th International Conference
on Complex Networks and their Applications 28 - 30 November, 2023,
Menton Riviera, France. See https://arxiv.org/abs/2306.02221 for a
preprint with citations.
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Figure 1: The Architecture of ATEM

ABSTRACT
This paper introduces ANTM, an algorithmic family of dynamic
topic models that combines novel techniques for discovering evolv-
ing topics in large corpora. ANTM preserves the temporal con-
tinuity of evolving topics by extracting temporal features from
documents (using advanced pre-trained large language models)
and by employing an overlapping sliding window algorithm for
sequential document clustering. This clustering method identifies
different numbers of topics within each time frame and aligns
semantically similar document clusters across time periods. This
process captures emerging and fading topics and allows for a more
diverse and interpretable representation of evolving topics. We
evaluate ANTM against four other dynamic topic models on three
datasets and conclude that it outperforms the state-of-the-art ap-
proaches in terms of interpretability and diversity. Furthermore,
we demonstrate its effectiveness in processing large corpora, while
improving the scalability and adaptability of dynamic topic models
for different domains.

KEYWORDS
Dynamic Topic Modeling, Algorithmic Topic Models, Evolving
Topics

1 INTRODUCTION
Topic modeling is a statistical technique used in natural language
processing to discover abstract themes from a corpus of text docu-
ments. These models are widely used in exploratory data analysis
for organizing, understanding, and summarizing large amounts of
text data. Dynamic topic models are the temporal variants of topic
models that update their estimates of the underlying topics as new

© 2023, Copyright is with the authors. Published in the Proceedings of the BDA 2023
Conference (October 2023, Montpellier, France). Distribution of this paper is permitted
under the terms of the Creative Commons license CC-by-nc-nd 4.0.

documents are added to the corpus. These models analyse topic
evolution and can be used to identify patterns in temporal archives.
The application of these models includes discovering innovations
in scientific archives and understanding trends in public opinion
on particular issues.

2 MOTIVATION
Dynamic topic models are widely used to analyze topic evolution.
However, they become computationally expensive when dealing
with large archives covering extensive vocabularies of terms. Fur-
thermore, they assume that topics evolve smoothly over time and
are unable to capture abrupt semantic changes or topic drifts that
may occur during paradigm shifts. BERTopic is a recent clustering-
based topic model that addresses these issues. However, BERTopic
has certain limitations. The primary concern relates to its method
for building evolving topics, which relies on static document clus-
ters with dynamic word representations. This limits BERTopic to
maintaining the same number of subtopics in each time period,
which leads to model instability if the document distribution within
a dataset is not normalized. There are also cases where documents
appear in the same global topics even though they belong to differ-
ent subtopics within a given time period. These problems compli-
cate the ability to track the dynamic progression of evolving topics,
including shifts in the number of document clusters or cluster sizes
as topics emerge and fade over time. It also reduces the explana-
tory and interpretative power of the model and fails to accurately
represent evolving topics within a given time period.

3 METHOD
Compared to BERTopic, ANTM proposes to discover evolving top-
ics through an overlapping sliding window algorithm for temporal
document clustering. This method takes into account the changes
in document content over time and produces a set of high-quality
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topics for each time period. As shown in Figure 1, ANTM consists
of three layers. The first layer uses advanced pre-trained LLMs
to provide a time-aware vector representation for each document,
corresponding to its content. The second layer splits the docu-
ment vector representations into a set of temporal time frames
and applies an overlapping sliding window for temporal document
segmentation and clustering. Finally, the third layer is responsible
for providing word representations for each set of aligned clusters
over time.

Figure 2: Evolving Topic about Ebola Outbreak.

Figure 2 illustrates the evolving topic about an Ebola outbreak,
obtained through HDBSCAN alignment across four time periods.
Slight adjustments can be observed in the representation of topics
over time, while numerous topic words are reiterated (as indicated
by grey dots) in the following time periods.

4 VALIDATION
We conducted our experiments on three datasets and four dynamic
topic models. The result demonstrate a significant improvement in
coherence and diversity score compared to the baseline models. The
effectiveness of ANTM can be evaluated from two angles. Firstly,
we observe the quality of topics in terms of coherence and diversity
within each time frame (period-wise analysis as shown in Figure 4).
The second perspective examines the quality of word representations
in every evolving topic (topic-wise analysis as shown in Figure 3)
and compares the ability of dynamic topic models to represent the
evolution of each dynamic topic over time. ANTM achieves the
highest average Topic Quality (TC×TD) scores among the different
baseline variants in all three datasets. However ANTM consumes
more runtime compared to BERTopic due to the increased number
of topic clustering steps. Yet, it remains significantly faster than
D-ETM, DTM, and TOT.

An extended preprint of this work is available here: https://arxiv.
org/abs/2302.01501
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Figure 3: Topic-wise Quality Comparison
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Figure 4: Period-wise Quality Comparison
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Conjunctive Queries With Self-Joins, Towards a
Fine-Grained Enumeration Complexity Analysis
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1 DI ENS, ENS, Université PSL, CNRS, Inria Paris, France
2 INRIA, ENS Paris, PSL Paris, France

Abstract. Even though query evaluation is a fundamental task in databases,
known classifications of conjunctive queries by their fine-grained com-
plexity only apply to queries without self-joins. We study how self-joins
affect enumeration complexity, with the aim of building upon the known
results to achieve general classifications. We do this by examining the ex-
tension of two known dichotomies: one with respect to linear delay, and
one with respect to constant delay after linear preprocessing. As this
turns out to be an intricate investigation, this paper is structured as an
example-driven discussion that initiates this analysis. We show enumer-
ation algorithms that rely on self-joins to efficiently evaluate queries that
otherwise (i.e., if the relation names were replaced to eliminate self-joins)
cannot be answered with the same guarantees. Due to these additional
tractable cases, the hardness proofs are more complex than the self-join-
free case. We show how to harness a known tagging technique to prove
hardness of queries with self-joins. Our study offers sufficient conditions
and necessary conditions for tractability and settles the cases of queries of
low arity and queries with cyclic cores. Nevertheless, many cases remain
open.
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ABSTRACT
Query optimizers built on the transformation-based
Volcano/Cascades framework are used in many database systems.
Transformations proposed earlier on the logical query dag (LQDAG)
data structure, which is key in such a framework, focus only on
recursion-free queries. In this paper, we propose the recursive logi-
cal query dag (RLQDAG) which extends the LQDAGwith the ability
to capture and transform recursive queries, leveraging recent devel-
opments in recursive relational algebra. Specifically, this extension
includes: (i) the ability of capturing and transforming sets of recur-
sive relational terms thanks to (ii) annotated equivalence nodes used

for guiding transformations that are more complex in the presence
of recursion; and (iii) RLQDAG rewrite rules that transform sets of
subterms in a grouped manner, instead of transforming individual
terms in a sequential manner; and that (iv) incrementally update
the necessary annotations. Core concepts of the RLQDAG are for-
malized using a syntax and formal semantics with a particular focus
on subterm sharing and recursion. The result is a clean general-
ization of the LQDAG transformation-based approach, enabling
more efficient explorations of plan spaces for recursive queries.
An implementation of the proposed approach shows significant
performance gains compared to the state-of-the-art.
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Query Rewriting with Disjunctive Existential
Rules and Mappings

Michel Leclère, Marie-Laure Mugnier, and Guillaume Pérution-Kihli
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Abstract. We consider the issue of answering unions of conjunctive
queries (UCQs) with disjunctive existential rules and mappings. While
this issue has already been well studied from a chase perspective, query
rewriting within UCQs has hardly been addressed yet. We first propose
a sound and complete query rewriting operator, which has the advantage
of establishing a tight relationship between a chase step and a rewriting
step. The associated breadth-first query rewriting algorithm outputs a
minimal UCQ-rewriting when one exists. Second, we show that for any
“truly disjunctive” nonrecursive rule, there exists a conjunctive query
that has no UCQ-rewriting. It follows that the notion of finite unifica-
tion sets (fus), which denotes sets of existential rules such that any UCQ
admits a UCQ-rewriting, seems to have little relevance in this setting.
Finally, turning our attention to mappings, we show that the problem
of determining whether a UCQ admits a UCQ-rewriting through a dis-
junctive mapping is undecidable. We conclude with a number of open
problems.
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We present a method for extracting general modules for ontologies
formulated in the description logic ALC. A module for an ontol-
ogy is an ideally substantially smaller ontology that preserves all
entailments for a user-specified set of terms. As such, it has applica-
tions such as ontology reuse and ontology analysis. Different from
classical modules, general modules may use axioms not explicitly
present in the input ontology, which allows for additional concise-
ness. However, they still need to be entailed by the original on-
tology, and ideally should be substantially smaller. So far, general
modules have only been investigated for lightweight description
logics [1, 8]. Our main contributions are: 1) the first method ded-
icated to general modules in ALC, 2) a formal analysis of some
properties of the general modules we compute, 3) new methods
for module extraction and uniform interpolation that significantly
improve the state-of-the-art, 4) an evaluation on real-world ontolo-
gies indicating the efficiency of our technique. This work has been
accepted by IJCAI 2023. For detailed results and proofs, please refer
to the extended version of the paper [11].

The main steps of our approach are shown in Figure 1. Similar
to [6], our method essentially works by performing uniform inter-
polation on a normalized version of the input ontology. During
normalization, so-called definer names are introduced, which are
eliminated in the final step. However, different from [6], we put
fewer constraints on the normal form and do not allow the intro-
duction of definers after normalization, which changes the mecha-
nism of uniform interpolation. As a result, our definer elimination
step may reintroduce names eliminated during uniform interpola-
tion, which is not a problem for the computation of general mod-
ules. In contrast, eliminating definers as done in [6] can cause an ex-
ponential blowup, and introduce concepts with the non-standard
greatest fixpoint constructor [2].

Ontology Normalization As the first step, we normalize any
input ontology O by standard transformations as in [5]. An ontol-
ogy O is in normal form if every axiom is of the following form,
where 𝐴 is a concept name:

⊤ ⊑ 𝐿1 ⊔ . . . ⊔ 𝐿𝑛 𝐿𝑖 ::= 𝐴 | ¬𝐴 | Q𝑟 .𝐴, Q ∈ {∀, ∃}.
For simplicity, we omit the “⊤ ⊑” on the left-hand side of normal-
ized axioms.

© 2023, Copyright is with the authors. Published in the Proceedings of the BDA 2023
Conference (October 23-26, 2023, Montpellier, France). Distribution of this article is
permitted under the terms of the Creative Commons license CC-by-nc-nd 4.0.
© 2023, Droits restant aux auteurs. Publié dans les actes de la conférence BDA 2023
(23-26 octobre 2023, Montpellier, France). Redistribution de cet article autorisée selon
les termes de la licence Creative Commons CC-by-nc-nd 4.0.

Role ForgettingNext, we apply role forgetting to eliminate con-
cept names outside a given signature Σ (i.e., a set of concept and
role names that one interested in). Existing methods to compute
role forgetting either rely on an external reasoner [6, 12] or use
the universal role ∇ [7, 13]. The former approach can be expen-
sive, while the latter produces axioms outside of ALC. The nor-
malization allows us to implement a more efficient solution within
ALC, which relies on an integrated reasoning procedure and an
additional transformation step that produces so-called role isolated
ontologies RIΣ (O) for each input ontology O and signature Σ. For
role isolated ontologies, role forgetting is straighforward by the
following result.

TheoRem 1. Let rolEΣ (O) be the ontology obtained as follows:
(1) apply the r-Rule in Figure 2 exhaustively for each 𝑟 ∈ sigR (O)\Σ,
and then (2) remove all axioms containing some 𝑟 ∈ sigR (O) \ Σ. If
O is role isolated for Σ, then rolEΣ (O) is a role forgetting for O and
Σ.

Concept Forgetting Inspired by [13, Theorem 1], we define a
concept forgetting operator conEΣ using the A-Rule in Figure 2
in a similar way as we defined rolEΣ. Applying the aforemen-
tioned procedure yields conEΣ (rolEΣ (RIΣ (O))), which contains
only names in the signature Σ and definers.

Constructing the General Module Now, to obtain our gen-
eral modules gmΣ (O) for O and Σ, we have to eliminate the defin-
ers 𝐷 from conEΣ (rolEΣ (RIΣ (O))). This is done by replacing each
definer𝐷 by𝐶𝐷 , which is the concept replaced by𝐷 in the normal-
ization step. To improve the results, we eliminate some definers
before substituting them. In particular, inspired by [10], we apply
some optimization operations on conEΣ (rolEΣ (RIΣ (O))). The pro-
duced optimized general modules are denoted by gm∗

Σ (O).
Deductive Modules and Uniform Interpolants Some appli-

cations require the constraints of classical modules (being a sub-
set of the original ontology) or of uniform interpolants (using only
names from the signature).Those can be computed using ourmethod
as well. We can compute a deductive module dmΣ (O) for O and Σ
by tracing back the inferences performedwhen computing the gen-
eral module gm∗

Σ (O). If instead of substituting definers 𝐷 by 𝐶𝐷 ,
we eliminate them using existing uniform interpolation tools such
as Lethe or Fame [6, 14], we can compute a uniform interpolant
for the input.

Evaluation We use 222 ontologies ALC ontologies that are
generated from the OWL Reasoner Evaluation (ORE) 2015 classifi-
cation track [9] by removing axioms not expressible in ALC. For
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Figure 1: Overview of our unified method for computing general modules, deductive modules and uniform interpolants.

A-Rule :
𝐶1 ⊔𝐴1 ¬𝐴1 ⊔𝐶2

𝐶1 ⊔𝐶2

r-Rule :
𝐶1 ⊔ ∃𝑟 .𝐷1,

∪𝑛
𝑗=2{𝐶 𝑗 ⊔ ∀𝑟 .𝐷 𝑗 }, 𝐾𝐷

𝐶1 ⊔ . . . ⊔𝐶𝑛 ,

where 𝐾𝐷 = ¬𝐷1 ⊔ . . . ⊔ ¬𝐷𝑛 or ¬𝐷2 ⊔ . . . ⊔ ¬𝐷𝑛 .

Figure 2: Inference rules for computing DΣ (O)

Table 1: Comparison of different methods (max./avg./med.).

Methods Success rate Resulting ontology length Time cost

minM 84.34% 2,355 / 392.59 / 264 595.88 / 51.82 / 8.86
⊤⊥∗-module 100% 4,008 / 510.77 / 364 5.94 / 1.03 / 0.90

Fame 91.25% 9,446,325 / 6,661.01 / 271 526.28 / 3.20 / 1.17
Lethe 85.27% 131,886 / 609.30 / 196 598.20 / 49.21 / 13.57

GeMo
gm

97.34%
179,999 / 2,335.05 / 195

17.50 / 2.44 / 1.63gm∗ 21,891 / 466.15 / 166
dm 2,789 / 366.36 / 249

gmLethe 96.17% 21,891 / 364.10 /162 513.15 / 3.08 / 1.68

each ontology, we randomly generated 50 signatures consisting of
100 concept and role names as in [7]. We implemented a proto-
type called GeMo in Python 3.7.4. For each request (O, Σ), GeMo
produced three different (general) modules gmΣ (O), gm∗

Σ (O) and
dmΣ (O), respectively denoted by gm, gm∗, and dm. gmLethe denotes
the uniform interpolation method described above, where we used
GeMo for computing gm∗ and then Lethe for definer forgetting.

To show that our general modules can serve as a better alter-
native for ontology reuse and analysis, we compared them with
the state-of-the-art tools implementing module extraction and uni-
form interpolation for ALC: (i) ⊤⊥∗-modules [3] as implemented
in the OWL API [4]; (ii) minM [7] that computes minimal deduc-
tive modules under ALCH ∇-semantics; (iii) Lethe 0.61[6] and
Fame 1.02 [14] that compute uniform interpolants. Some of results
are shown below.

• Success rate: We say a method succeeds on a request if it out-
puts the expected results within 600s. From Table 1 we can
see that, after the ⊤⊥∗-modules, our method GeMo had the
highest success rate.

• Resulting ontology length and run time: Because some of the
methods can change the shape of axioms, the number of
axioms is not a good metric for understanding the quality

1https://lat.inf.tu-dresden.de/~koopmann/LETHE/
2http://www.cs.man.ac.uk/~schmidt/sf-fame/

of general modules. We thus chose to use ontology length,
which counts the number of concept and role name appear-
ances in the ontology, for our evaluation. Table 1 shows the
length and run time for the requests on which all methods
were successful (78.45% of all requests). We observe that (i)
dm and gmLethe have the best overall performance: their re-
sults had a substantially smaller average length and were
computed significantly faster than others; (ii) Comparing
gm and gm∗ regarding length lets us conclude that our op-
timization is effective.
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RÉSUMÉ
Le nombre croissant de sources de données RDF(S)/OWL qui

sont publiées sur le Web représente une quantité sans précédent
d’information disponible pour diverses applications. Mais pour en
exploiter le potentiel, les sous-ensembles pertinents de ces sources
pour un besoin spécifique doivent être identifiés, ce qui est com-
plexe car le schéma décrivant ces sources n’est pas nécessairement
fourni. Dans cet article, nous proposons une approche permettant
d’identifier des instances candidates pour un schéma cible dans
une source de données RDF dont le schéma est incomplet ou ab-
sent. Notre approche repose sur un algorithme d’apprentissage
semi-supervisé qui compare de façon itérative les entités contenues
dans les sources aux classes du schéma cible ainsi qu’aux entités
candidates déjà identifiées pour ces classes.

CCS CONCEPTS
• Information systems→ Data extraction and integration.

MOTS CLÉS
Extraction de données web, apprentissage semi-supervisé, données
RDF

1 INTRODUCTION
Un très grand nombre de sources de données dans des domaines

très variés sont publiées sur le Web, décrites dans les langages
proposés par le W3C (World Wide Web Consortium), comme le
langage RDF [5]. Une source de données RDF contient à la fois des
données et le schéma qui les décrit. Ce shéma peut être incomplet
ou même absent, et il ne représente pas une contrainte sur les
données. Une ressource déclarée comme une instance d’une classe
peut être décrite par un ensemble de propriétés différent de celui
déclaré dans le schéma pour cette classe. Une ressource ne possède
pas toujours de déclaration de type.

Si nous considèrons que les besoins d’une application spécifique
sont exprimés à l’aide d’un schéma cible, défini en RDFS/OWL,
l’identification des données pertinentes dans une source de don-
nées RDF pour laquelle le schéma est absent ou partiel revient à
explorer cette source pour identifier quelles ressources pourraient
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être des instances candidates pour le schéma cible. Ce processus
d’instanciation est complexe et consommateur de temps. Notre
problème peut être formulé comme suit : étant donné une classe
𝐶 définie dans le schéma cible, et 𝑆 une source de données RDF,
comment identifier dans 𝑆 l’ensemble d’entités 𝐼𝐶 = {𝑒1, 𝑒2, ...., 𝑒𝑛}
tel que chaque entité 𝑒𝑖 dans 𝐼𝐶 soit une instance candidate pour 𝐶 .

L’objectif du travail présenté ici consiste à peupler de façon au-
tomatique un schéma cible à partir de sources de données décrites
en RDF. Nous proposons pour cela une approche fondée sur un
algorithme d’apprentissage semi-supervisé qui identifie des entités
candidates pour les classes du schéma cible de façon itérative. A
chaque itération, les entités sources sont comparées aux descrip-
tions des classes du schéma cible, mais également aux instances
candidates déjà identifiées pour ces classes. Notre approche traite
d’abord les entités sources typées, puis les entités sources non
typées. Les entités représentant le même objet réel sont ensuite
fusionnées pour ne pas avoir de doublons dans l’ensemble obtenu.
Dans ce qui suit, nous présentons les différentes étapes de notre
approche.

2 TRAITEMENT DES ENTITÉS SOURCES
TYPÉES

Considérons une source de données 𝑆 décrite en RDF, et un
schéma cible 𝑇 , décrit en RDFS/OWL, et notons 𝑀𝑎𝑡𝑐ℎ𝑆,𝑇 l’en-
semble des correspondances entre𝑇 et le schéma de 𝑆 . Pour chaque
classe 𝐶𝑇 du schéma cible, nous recherchons d’abord l’ensemble
des instances candidates parmi les entités typées de la source 𝑆 .

Une entité 𝑒 de type 𝐶𝑆 dans 𝑆 est une instance candidate pour
la classe cible 𝐶𝑇 si 𝐸𝑞𝐶 (𝐶𝑆 ,𝐶𝑇 ) ∈ 𝑀𝑎𝑡𝑐ℎ𝑆,𝑇 , en d’autres termes,
s’il existe une assertion d’équivalence entre 𝐶𝑆 , le type de 𝑒 , et 𝐶𝑇 .

Dans notre exemple (cf. figure 1), le type déclaré pour l’entité
source 𝑒1 est la classe 𝑠:𝑃𝑒𝑟𝑠𝑜𝑛𝑛𝑒 . Comme nous avons𝑀𝑎𝑡𝑐ℎ𝑆,𝑇 =
{𝐸𝑞𝐶 (s:Personne, t:Personne)}, alors l’entité 𝑒1 est une instance
candidate pour 𝑡 :𝑃𝑒𝑟𝑠𝑜𝑛𝑛𝑒 , 𝐼𝑡 :𝑃𝑒𝑟𝑠𝑜𝑛𝑛𝑒 = {𝑒1}.

3 TRAITEMENT DES ENTITÉS SOURCES NON
TYPÉES

Pour déterminer si une entité non typée 𝑒 dans une source est
une instance candidate pour une classe 𝐶𝑇 dans le schéma cible,
𝑒 est comparée à la classe 𝐶𝑇 , mais également aux instances can-
didates déjà identifiées pour 𝐶𝑇 . Pour chaque nouvelle instance
candidate identifiée pour 𝐶𝑇 , les entités non typées de la source
sont parcourues pour identifier de nouvelles instances candidates.
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Figure 1 : Exemple de schéma cible et de source RDF

En effet, les nouvelles instances candidates peuvent introduire des
propriétés et changer la fréquence des propriétés ce qui fait varier la
mesure de similarité. Nous proposons d’adapter un algorithme d’ap-
prentissage semi-supervisé (Self Training [6]) pour réaliser cette
exploration itérative. Pour cela, nous utilisons deux métriques de
similarité. La première évalue la similarité entre une entité et la des-
cription de la classe cible 𝐶𝑇 . Elle est définir par l’indice de Jaccard
[2] et compare l’ensemble de propriétés de la classe déclarées dans
le schéma cible 𝑃𝑟𝑜𝑝 (𝐶) à l’ensemble de propriétés caractérisant
l’entité 𝑃𝑟𝑜𝑝 (𝑒). La seconde métrique évalue la similarité entre une
entité 𝑒 et l’ensemble des instances candidates de𝐶 ; elle est fondée
sur l’indice de Jaccard, mais intègre les fréquences des propriétés
dans l’ensemble des instances candidates.

Dans notre exemple, considérons l’entité 𝑒4 (cf. figure 1), qui a
des propriétés différentes de celles de la classe t:Personne. Cepen-
dant, 𝑒1 est une instance candidate de t:Personne, et 𝑒4 à les mêmes
propriétés que 𝑒1. Par conséquent, 𝑒4 est une instance candidate
pour t:Personne.

Pour identifier les instances candidates parmi les entités sources
non typées, nous adaptons un algorithme d’apprentissage semi-
supervisé (Self Training [6]), qui prend en entrée, pour chaque classe
cible 𝐶 un ensemble d’entités candidates, noté 𝐼𝐶 et un ensemble
d’entités non typées. Parmi les entités non typées, les instances
candidates sont identifiées à l’aide d’une probabilité d’appartenance
d’une entité 𝑒 à une classe 𝐶 fondée sur les métriques de similarité
schéma et instances. Si cette probabilité est supérieure à un seuil 𝜏 ,
alors 𝑒 est une instance candidate pour 𝐶 .

A chaque ajout dans l’ensemble d’entités candidates 𝐼𝐶 , la fré-
quence des propriétés dans l’ensemble des instances candidates
est modifié, et donc la valeur de la similarité instance change. Il
est donc possible d’identifier de nouvelles instances candidates. A
la fin d’une itération, si de nouvelles instances candidates ont été
trouvées, une nouvelle itération est initiée. Le processus prend fin
lorsqu’aucune nouvelle entité candidate n’est découverte.

4 FUSION DES ENTITÉS
Il est possible que deux entités 𝑒𝑖 et 𝑒 𝑗 dans deux sources de

données RDF distinctes fassent référence à un même objet réel.
C’est le cas par exemple si une propriété 𝑜𝑤𝑙 : 𝑠𝑎𝑚𝑒𝐴𝑠 est définir
pour 𝑒𝑖 et a pour objet 𝑒 𝑗 . Si ces deux entités ont été identifiées
comme des instances candidates pour la même classe du schéma
cible, et pour ne pas introduire de doublons dans l’ensemble des
instances, les deux entités sont fusionnées en une seule entité dont

l’ensemble de propriété est obtenu en fusionnant les propriétés de
𝑒𝑖 et 𝑒 𝑗 et en conservant la provenance des valeurs des propriétés.

5 TRAVAUX CONNEXES
L’identification d’informations pertinentes a fait l’objet de tra-

vaux de recherche comme les approches présentées dans [1, 3], qui
proposent d’identifier les informations pertinentes pour enrichir
une base cible en y ajoutant des tuples ou des propriétés, mais
cette approche traite des données structurées dont la structure est
connue. Une autre famille d’approches en lien avec notre travail
sont les approches d’enrichissement de schéma, comme celle pro-
posée dans [4], qui traitent l’inférence de type pour les entités non
typées d’une source de données RDF. L’approche utilise une mé-
thode statistique qui requiert un ensemble de définitions de types
ainsi que les instances associées. Elle ne s’applique donc pas au cas
où les types définis ne possèdent pas d’instances.

6 CONCLUSION
Nous avons proposé une approche permettant d’identifier des

instances candidates des classes d’un schéma cible à partir d’une
source dont le schéma est partiel ou absent. Pour les entités typées
de la source, nous utilisons les correspondances existantes entre le
schéma de la source et le schéma cible. Pour les entités non typées
de la source, nous adaptons un algorithme d’apprentissage semi-
supervisé permettant de comparer de manière itérative les entités
aux classes du schéma cible. Lors de l’instanciation du schéma cible,
nous proposons de fusionner les entités qui correspondent au même
objet réel pour ne pas introduire de doublons.

Dans nos travaux futurs, nous étendrons nos algorithmes pour
instancier les liens entre les classes cibles. Nous nous intéresserons
également au passage à l’échelle de nos algorithmes pour traiter
des sources de données de très grande taille.
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Abstract. JSON Schema is an expressive schema language for describ-
ing JSON documents which combines structural and Boolean operators,
and features negation and recursion. Satisfiability of JSON Schema is an
important decision problem that can be solved by generating a witness
when the schema admits one. However, the theoretical complexity of this
problem is prohibitive [9] due to the combination of structural constructs,
and logical operators, including negation. Optimistic witness generation
is an alternative and attractive solution aimed at being fast while sacri-
ficing completeness. Optimistic generation is an approach characterized
by the fact that witnesses are first generated for each fragment of the
schema hoping that their trivial combination, according to schema in-
dications, form a global witness but does guarantee correctness, in the
general case. To better understand the theoretical limitation of this ap-
proach, we build an incomplete yet correct witness generation solution
and study its limitations on real-life schemas. We compare our solution
with existing open-source solutions and identify potential improvements.
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ABSTRACT
Faced with environmental challenges, district heating networks
(DHN) have been identified as a viable solution to decarbonize the
heating sector. However, they raise various challenges regarding
the optimization of their control given their size and the opera-
tional constraints of the energy systems involved. As a result, the
numerical simulation of these networks is computationally heavy,
which hinders near-instantaneous optimal control. In this work, we
present the first building block of an optimization framework for the
control of district heat networks using a surrogate model based on
geometric deep learning. More precisely we trained specific archi-
tectures of Graph Neural Networks to emulate a thermo-hydraulic
simulator of district heating network. This statistical inference
method allows us to drastically reduce simulation time by 1 to 4
orders of magnitude.

1 INTRODUCTION
A detailed review on control strategies for DHN can be found in
[2]. It shows that all strategies make use of several simulations
because of the iterative nature of control algorithms that need
to predict the behavior of the system and its response to various
scenarios of control variables. However, physical simulators of such
systems are computationally heavy as they often need to solve non
linear equations (e.g. hydraulic equations). Thus, accurate and yet
fast numerical models of the network’s different components and
their interactions are needed. Our proposition to overcome this
limitation is the formulation of a numerically efficient and stable
surrogate model of DHN simulation. In DHN control optimization,
machine learning (ML) was applied at two different levels. The
first one focuses on predicting the thermal load [5, 4] and the
second, more recent, applying deep reinforcement learning to train
autonomous agents to optimally operate DHN [6]. However, to
author’s knowledge, no attempt to formulate a surrogate model of
DHN simulation usingML have beenmade. In this paper, we present
a complete pipeline that was developed for simulating DHN using
spatio-temporal graph convolution neural networks (STGCN).
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2 PROBLEM STATEMENT
The topology of a DHN can be defined using graph theory where
the nodes are either the heating plants or the consumers and the
edges are the pipes. In the development of DHN project, there are
two major challenges. First a design problem, where the production
power is sized with respect to the heat demand of all connected
consumers, and the network topology is optimized with regards to
heat losses and investment costs. The second, which is the subject
of this work, is a control problem. In the latter, given a DHN with a
specific topology, the objective is to simulate its dynamic response
to different scenarios (a set of exogenous and control variables).
More precisely, we want to know the temperatures and mass flow
rates at each node of the network.

3 SURROGATE MODELS
During the development phase of this framework, different types of
models were evaluated for the studied problem. Here we present the
two architectures offering the best performance. The choice of these
architectures is the result of a literature study on surrogate models
and in particular graph neural networks [1, 7, 3]. The following
paragraphs summarize the evaluated architectures.

Encoder-Decoder model: The first architecture that has been
evaluated is in the form of an encoder-processor-decoder. The en-
coder consists of twoMLPs that transform the input data and project
it into a latent space where each node is assigned two hidden vec-
tors representing respectively its local attributes (heat demand)
and also information from global variables updated with neighbors
representations. The processor part consists on transforming the
nodes hidden representations using three multi-headed attention
operations. Finally the decoder is composed of two linear layers
that map the nodes representations to the output space.

Recurrent model: The inference problem involves data with
temporal dependencies. It is known that recurrent neural networks
are suited to this type of data. Therefore, the second architecture
that was implemented is a spatio-temporal graph convolution neu-
ral network (STGCN) inspired from [7]. In addition to the spa-
tial convolution where the nodes exchange information with their
neighbors, this model incorporates a temporal cell based on Gated
Recurrent Unit (GRU) in order to update the node representations
using their previous hidden states.
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Figure 1: Normalized temperature (𝑇 ∗) prediction over 1week
for node 13 using Encoder-Decoder model with in the case
the supply temperature remains constant.

4 RESULTS AND DISCUSSION
The two models are evaluated against the physical model on an
academic study case. The simulation time using the physical model
is equal to 𝑡𝑠𝑖𝑚,4𝑐 = 3h2min using a 4-cores CPU processor with
a 32-GB RAM. We decided a split of 75% for training and 25% for
validation. Thus, 39 weeks are used for training and 13 weeks for
validation. Without loss of generality, here we show the predictions
for (normalized) return temperatures only :

𝑇 ∗ = 𝑇 −𝑇𝑚𝑖𝑛

𝑇𝑚𝑎𝑥 −𝑇𝑚𝑖𝑛

First, the models were evaluated on data with low frequency control
laws, i.e. supply temperature and the total mass flow rate could
remain constant for some time periods. In this case the variable
having the strongest weight on the values to be predicted is the
heat demand profile. In this case, both models performed very well
in predicting the variables of interest. An example is given in Figure
1. It was also found that the RMSE stays below 0.7 Kelvin (0.7K)
for all nodes, which is acceptable for the end users, i.e. network
operators.

In order to test further the models adaptability and sensitivity
to control laws, we tested them with new simulations where the
supply temperature curve and the total mass flow rate vary more.
Physically, this implied that the return temperature at each node
was more affected by the control variables than the heat load itself.
The Encoder-Decoder model was not able to capture the correct pat-
terns. On the other hand, the STGCN model captured well enough
the system dynamics as shown in Fig. 2. This is the direct result
of using GRU to better incorporate the notion of temporality and
time dependence into the inference function.
The inference time is different for both models. To simulate one
week of operation, the Encoder-Decoder model needs 𝑡𝑖𝑛𝑓 = 0.019𝑠
against 𝑡𝑠𝑖𝑚,4𝑐 = 336𝑠 for the physical simulation, which accounts
for approximately 1.8 × 104 time gain. The STGCN model needs
𝑡𝑖𝑛𝑓 = 7.71𝑠 , this accounts for approximately 43 time gain.

Figure 2: Normalized temperature (𝑇 ∗) prediction over 1week
for node 13 using STGCN model and with sharp control laws

5 CONCLUSION
In this paper, we presented a work in progress for the application
of geometric deep learning as framework for surrogate modeling of
district heating networks simulation. The bottleneck to control such
systems is their heavy simulations. Therefore, the aim of the surro-
gate model is to reduce computation time while preserving a high
accuracy. Depending on the architecture, the time gain varies in our
experiences from a factor of 43 to 1.8 × 104. The next line of work
is to deepen the analysis of these models and to fuse more physical
constraints during the training phase to respect the physical laws
in the predicted values.
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1 INTRODUCTION
Markov Logic Networks (MLNs) [7, 12] are a very useful concep-
tual tool for reasoning over uncertain facts. They combine Markov
networks and First Order Logic, by attaching weights to logic for-
mulae. Several MLNs extensions have been devised to work on
different types of data [2, 14, 16]. Those uncertain temporal facts
generate conflicts. Reasoning on those facts often requires to re-
solve those conflicts. MLNs help find the most probable state of
the world, gathering a set of facts whose weights have maximal
probabilities with a process called Maximum A-Posteriori inference
(MAP) [10, 11, 13, 15]. However, the state of the art integrating
temporal information into MLN is insufficient, and computing the
MAP inference usually relies on a heavy data mining process [4].

We have recently introduced an extension of MLNs called Tempo-
ral Markov Logic Networks (TMLN) [6], along with a temporal pa-
rametric semantics which examined total and partial (in)consistency
relations between temporal formulae. Our completely different ap-
proach to MAP inference relies on building compatible worlds in-
stead of mining valid worlds.

In this paper, we introduce the NeoMaPy framework, a complete
implementation for TMLN reasoning1. To achieve this, we extract a
conflict graph between facts [1, 9], based on rules and nodes weights.
Thus, the MAP inference searches combinations of non-conflict
graphs. This approach allows to parameterize MAP inferences with
various semantics, computing efficiently with a heuristic and inter-
acting with results for explaining choices of facts.

2 TEMPORAL MARKOV LOGIC NETWORKS
Temporal Markov Logic Networks are based on a Temporal Many-
Sorted First-Order Logic TF-FOL which combines formulae and
temporal predicates from a temporal domain, to represent temporal
facts and rules. The whole formalism of the approach is presented
in [5, 6]. TMLN associate a degree of certainty to each formula.

3 THE NEOMAPY APPROACH
The NeoMaPy framework consists of a two-step MAP inference
extraction based on a graph database, and a conflict resolution heuris-
tic. This major contribution introduces a parametric, efficient and
interactive process.

1A companion video is available at https://www.youtube.com/watch?v=c8AzFQMs1I4

© 2023, Copyright is with the authors. Published in the Proceedings of the BDA 2023
Conference (October 23-26, 2023, Montpellier, France). Distribution of this article is
permitted under the terms of the Creative Commons license CC-by-nc-nd 4.0.
© 2023, Droits restant aux auteurs. Publié dans les actes de la conférence BDA 2023
(23-26 octobre 2023, Montpellier, France). Redistribution de cet article autorisée selon
les termes de la licence Creative Commons CC-by-nc-nd 4.0.

CSV

MaPy

MAP InferenceConflicts
Extraction

Knowledge Graph
Extraction

List of 
conflicts

with 
temporal 

semantics

Rules

Figure 1: NeoMaPy pipeline for the MAP inference.

Graph of conflicts. This first step transforms a TMLN instantia-
tion into a property graph where constants and predicates become
Concept nodes with temporal predicates and weights as properties.
Rules are expressed as queries on the graph of interactions between
TF nodes based on their properties, constants and predicates. They
produce conflict relationships between TF nodes, labelled with a
conflict type. TF and Concept nodes and relationships are stored in
a graph database. Thanks to this conflict graph, applying semantics
corresponds to a pattern query on the graph, searching for conflicts
between TF nodes. It reduces the MAP inference to the computation
of the maximal subset of consistent TF nodes.

Infering the MAP. Once the set of conflictual nodes has been
obtained, the MAP inference is computed in two steps: 1) we conduct
a pre-processing that structures our data into a set of connected
components (i.e., if there is no path between two nodes, they are not
connected). 2) for each connected component (i.e., a dictionary) we
apply in parallel the MAP inference algorithm MaPy which creates
a list of solutions by iteratively trying to add each node to the current
solutions. We optimize this process by using a heuristic to eliminate
the worst solutions and by restricting the size of this solution list,
i.e., by keeping the 𝑘 best solutions.

4 IMPLEMENTATION
Figure 1 illustrates the architecture of the NeoMaPy framework.
The first step extracts the knowledge graph by instantiating facts and
ground facts with the Neo4j2 graph database (nodes’ size depends
on weights). By applying rules, the graph of conflicts is extracted
from facts (green and purple links). The second step exploits the list
of conflicts with a parameterized semantics and processes it with the
MaPy algorithm implemented in Python (red circles are removed
nodes). The source code and datasets are available on GitHub3.

2https://neo4j.com
3https://github.com/cedric-cnam/NeoMaPy_Daphne
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Figure 2: DataViz of the Knowledge graph with conflicts.

Figure 3: MAP inference DataViz with the Total Temporal In-
consistency semantics.

4.1 MAP Inference Computation
Conflicts extraction from TF nodes has been implemented in Neo4j.
Facts are imported from CSV files. The graph is composed of Con-
cept and TF nodes. Rules are applied to instantiate ground rules as
Cypher queries. Conflicts are then instantiated as “conflict” relation-
ships on the graph, by searching for TF with patterns.

The Cypher query below illustrates the generation of conflicts
for the pCon rule (partial temporal consistency). If two TF tf1 and
tf2 share the same concepts (s,o,p) with opposite polarities (positive
or negative information) and a timeframe intersection, it produces
a pCon conflict between tf1 and tf2. For optimization purposes,
concept IDs are repeated in TF nodes (e.g., tf1.p = tf2.p). Conflict
and inference relationships are typed.

MATCH (tf1:TF) -[:s]-> (:Concept) <-[:s]- (tf2:TF)
WHERE tf1.p=tf2.p and tf1.o=tf2.o and tf1.polarity <>

tf2.polarity AND ( (tf1.date_start <= tf2.date_start
and tf2.date_start <= tf1.date_end) AND (tf1.date_start
<= tf2.date_end and tf2.date_end <= tf1.date_end) )

MERGE (tf1)-[c:conflict]-(tf2) SET c.pCon=true;

The resulting graph eases the tracability of the MAP inference.
Moreover, MaPy processes the inference with a parametric semantics
extracted with a Cypher query.

4.2 Scenarios
A Graphical User Interface was developed using GraphStream 4 [8],
to improve the reasoning process on uncertain temporal knowledge
graphs. The dataset we use contain football facts and rules from [3].
The demonstration will show all NeoMaPy steps:

Graph import and conflict extraction. Concept and TF nodes
are imported from CSV files into the Neo4j database and inference
rules are applied. Then, a set of rules expressed as Cypher queries
are applied on the graph.

Conflict-graph visualization. The produced conflict graph is
visualized as shown in Figure 2. Several interactions are offered to
users to explore the knowledge graph, such as node search, clusters
of conflict nodes, zooming features. Moreover, graph statistics are
computed (graph weights and conflict statistics in Figure 2).

Parametric MAP inferences. Eventually, several MAP inference
computations are applied to show the impact on the graph. Simple
strategies are compared with different Parametric Temporal Seman-
tics showing the maximization of the argmax S(𝐼 ) (e.g., the tInc
total inconsistency semantics in Figure 3).
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ABSTRACT
Exploring Knowledge Graphs (KGs, in short) to discover facts and
links is tedious even for experts with knowledge of SPARQL due to
their unfamiliarity with the structure and labels of entities, classes
and relations. Some KG applications require finding the connec-
tions between groups of nodes, even if users ignore the shape of
these connections. However, SPARQL only allows checking if paths
exist, not returning them. A recent property graph query language,
GPML, allows also returning connecting paths, but not connections
between three or more nodes.

We propose to demonstrate RelSearch, a system supporting
extended SPARQL queries, featuring standard Basic Graph Patterns
(BGPs) as well as novel Connecting Tree Patterns (CTPs); each CTP
requests the connections (paths, or trees) between nodes bound to
variables. RelSearch evaluates such extended queries using novel

algorithms [1] which, unlike prior keyword search methods, return
connections regardless of the edge directions and are independent
of how we measure the quality (score) of each connection. We
will demonstrate RelSearch’s expressivity and efficiency using a
variety of RDF graphs, user-selected score functions, and search
exploration orders.
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ABSTRACT
Spatial time-stamped sequences have information about time and
space where events occur. Mining such sequences can bring im-
portant insights. However, not all sequences are frequent over an
entire dataset. Some are only common in subsets of time and space.
This article explains the first tool for mining these sequences in
constrained space and time: the GSTSM R package. It allows users
to search for spatio-temporal patterns that are not frequent in the
entire database, but are dense in restricted time-space intervals.
Thus, making it possible to find non-trivial patterns that would not
be found using common data mining tools.

CCS CONCEPTS
• Information systems→ Data mining.

KEYWORDS
Data Mining, Spatial-Temporal, Time Series, Sequential Mining

1 INTRODUCTION
Data mining tools have been used to find interesting patterns in
different areas of knowledge in various problems [1]. The sequence
mining knowledge area is a specialization of data mining, focused
on finding sequences or series of events in datasets [12, 15]. Such
sequencesmay form patterns, a set of frequent attributes that appear
persistently among the dataset. It means that its frequency exceeds
a user-defined minimum threshold [3].

Several types of events involve both temporal and spatial data,
such as financial to understand sales patterns over time and space
[1], and hydrological data for river water quality monitoring in
different points over time [1, 2]. They correspond to Time-stamped
Sequence (TS) events distributed in space [11]. Mining sequences
related to space and time enables to find knowledge related to
phenomena that involve both spatial and temporal components,
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trying to find all sequences of significant, useful, interesting, and
non-trivial events [1, 3, 13].

However, spatio-temporal sequential patterns may have low sup-
port if considered the entire dataset, but they can be frequent if con-
sidered only a period and region [8]. The Generalized Spatial-Time
Sequence Miner (GSTSM) package can find these patterns, being
able to efficiently discover the region and period where they occur.
This way, GSTSM would be the right tool to find time-localized
patterns.

This work describes the process, structure, and usage of the
GSTSM package using a synthetic (but still complete) example.
However, we also provide a glimpse of applicability in a real-world
dataset. GSTSM was able to found sequential patterns in seismic
data. They correspond to seismic horizons, which are important
elements in the application domain.

2 RELATEDWORK
There are different methods for spatio-temporal data mining. Some
use only data mining, searching for frequent patterns, considering
only time [10]. Others combine techniques by seeking in time and
then grouping in space [7]. Furthermore, there is a diversity in how
constraints are handled. Some use global support, a value that is
valid for the entire dataset [2]. Others consider local support, using
predefined windows of time and space [9].

This work differs by seeking frequent sequences in time that
occur in spatial groups. Instead of using predefined constraints
for time and space, three density parameters are established: a
minimum frequency to be achieved within the period, a maximum
distance that a position can be from any other in the group, and a
lower limit of distinct positions in the group. Thus, the formalization
presented in this work can find different sizes of sequences, time
intervals, and spatial regions where a sequence is frequent, based
on the concepts of RG, KRG, and SRG introduced in [5].

As far as the conducted research has reached, the only work
with a similar approach found in the literature is proposed by [4],
which considers one-dimensional space. The present work is a
generalization that presents a formalization considering space in
its three-dimensional form.
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3 DEMONSTRATION OVERVIEW
GSTSM is a package which provides polymorphic functions that let
the user extends its functionalities, as it is based on R [14] language
S3 classes. The source code can be found at GitHub [6]. The package
has a main class named GSTSM, that needs the parameters 𝐷 , 𝑃 , 𝛾 ,
𝛽 , and 𝜎 to instantiate an object, explained as follows:
• D and P represents the TS dataset with their respective po-
sitions. Each TS must be associated with one position. It
means that the number of timestamped sequences (columns)
in D must be equal to the number of positions (rows) in P.
• for the user defined thresholds values in the range ]0, 1] for
𝛾 , values starting from 2 for 𝛽 , and integer values starting
from 1 for 𝜎 .

A GSTSM object is an instance of S3 Class built as a list with
all this information. Furthermore, it generates an adjacency matrix
that informs each position which other positions are at a maximum
distance of 𝜎 .

The GSTSM package has the mine() method that implements the
entire process of finding frequent sequences. It receives as input a
GSTSM object and provides as output a list of the SRGs of all sizes
found. The user does not need to call any other method to get the
results. This method calls and passes all the necessary parameters
to make the entire process transparent to the user.

The other methods used in each process step are polymorphic
and can be extended by the user. It gives the user the ability to try
its implementation. These are described as follows:
• find() has two input parameters: a GSTSM object and a set
of candidate sequences of size 𝑘 . It provides as output the
KRGs for each candidate.
• merge() has also two input parameters: a GSTSM object and
a set of candidate sequences of size 𝑘 containing information
about the KRG of each one. The method returns the SRGs
with the candidate sequences of size 𝑘 .
• generate_candidates() has two input parameters: a GSTSM
object and a set of SRGs of size 𝑘 . There are no SRGs to pass
to generate candidates of size one, a NULL value can be used.
The method provides the candidate sequences of size 𝑘 + 1.

An illustrative example shows the use of the GSTSM package
functions. To start, the first action is installing and loading GSTSM
package and then setting all the inputs for the package: 𝐷 , 𝑃 , 𝛾 , 𝛽 ,
and 𝜎 . For 𝐷 , we use a simple dataset. For 𝑃 , positions in a row are
used, with one unit distance. Each position is associated with a time
series, such as 𝑝1 to 𝑡1 and 𝑝2 to 𝑡2. The values for the user-defined
thresholds are: 𝛾 = 0.8, 𝛽 = 2, and 𝜎 = 1. After setting the input
parameters, we can instantiate the GSTSM object and execute the
mine() method. Listing 1 shows the code using the R command line.

Listing 1: R example of the use of GSTSM
# l o a d i n g t h e GSTSM package
> l i b ra ry ( " gstsm " )

# l o a d i n g S p a t i a l T imestamped Sequence
> path <−

" h t t p s : / / e i c . c e f e t − r j . b r / ~ da l /wp− con t en t / up loads / 2023 / 05 / "
> load ( url ( paste ( path , " d a t a s e t . r da t a " ) ) ) # d a t a s e t D
> load ( url ( paste ( path , " p o s i t i o n s . r da t a " ) ) ) # p o s i t i o n s P

# min ing d a t a s e t
> gstsm _ o b j e c t <− gstsm (D , P , gamma= 0 . 8 , beta =2 , sigma =1 )
> r e s u l t <− mine ( gstsm _ o b j e c t )

4 CONCLUSION
GSTSM is the first tool for mining sequences in spatial time-stamped
sequences datasets able to discover constrained patterns in time and
space with all three dimensions. The package discovers patterns
that may not be frequent over an entire dataset but are grouped in
space and frequent in a time interval. It would not be easy to find
these patterns without this tool. The results can differ from con-
ventional data mining tools and give different insights about data
behavior. The patterns are groups of positions and periods where
the sequences are frequent according to the input parameters. The
package is also extensible, enabling users to incorporate heuristics
and optimizations to drive the discovery of patterns.
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ABSTRACT
We propose to demonstrate InteGraal, a tool for reasoning over
heterogeneous and federated data sources. InteGraal is a highly
modular tool constituted by two main components. The first is the
data-integration layer which allows the users to build a federated
factbase over a collection of sources. The second is the automated
reasoning layer, which provides powerful means for the declarative
exploitation of data through the expressive formalism of existential
rules. This demonstration proposes to showcase the use of the tool
in use-cases of data exploitation as well as to present its architecture
and its dedicated query answering mechanisms.
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ABSTRACT
Graphs, and notably RDF graphs, are a prominent way of sharing
data. As data usage democratizes, users need help figuring out the
useful content of a graph dataset. In particular, journalists with
whom we collaborate [1] are interested in identifying, in a graph,
the connections between entities, e.g., people, organizations, emails,
etc.

We propose PathWays, an interactive tool for exploring data
graphs through their data paths connecting Named Entities (NEs,
in short); each data path leads to a tabular-looking set of results.
NEs are extracted from the data through dedicated Information
Extraction modules. PathWays leverages the ConnectionLens plat-
form [2, 4] and follow-upwork on dataset abstraction [3]. Its novelty
lies in its interactive and efficient approach to enumerate, compute,
and analyze NE paths.
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1 Introduction
A Multivariate Time Series (MTS) is a collection of multiple
univariate time series (signals) that are observed simulta-
neously over time and provide insight into time-dependent
phenomena. MTS analysis enables the examination of vari-
able relationships over time, offering important insights into
underlying phenomena. This can be useful for modeling com-
plex systems, making data-driven decisions, and improving
efficiency and productivity across various domains, such
as finance and economics, environmental science, health-
care, and social science. MTS analytics involves both super-
vised and unsupervised techniques, which cover a range of
tasks, including classification, clustering, pattern discovery,
and forecasting. Among these, clustering analysis has be-
come popular in applications where sensors generate large
amounts of data.

While there has been a lot of research on clustering tech-
niques for univariate time series (UTS), the field of clustering
multivariate time series is still in its early stages. Proposals
adapt clustering approaches designed for UTS to MTS af-
ter applying dimensionality reduction techniques. Examples
of such techniques are based on the Principal Component
Analysis (PCA), which enables the conversion of a set of
correlated features in the high dimensional space into a set

© 2023, Copyright is with the authors. Published in the Proceedings of the
BDA 2023 Conference (October 23-26, 2023, Montpellier, France). Distribu-
tion of this article is permitted under the terms of the Creative Commons
license CC-by-nc-nd 4.0.
© 2023, Droits restant aux auteurs. Publié dans les actes de la conférence
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Figure 1. The Time2Feat pipeline.

of uncorrelated features in the low dimensional space. Never-
theless, the resulting clusters suffer from poor explainability
as the original dimensions are lost. More recently, approaches
based on Deep Neural Networks (DNNs), and in particular
Variational Autoencoders (VAEs) have been used to gen-
erate MTS encodings before applying clustering methods.
Although these solutions might exhibit high performance,
the resulting clusters are based on latent dimensions that
remain unexplainable to the end-users.
In this paper, we demonstrate Time2Feat[1, 2], the first

system that deals with explainable results of Multivariate
Time Series clustering using an end-to-end feature-based
pipeline. The pipeline applies clustering techniques to inter-
pretable features automatically extracted from the signals
composing the MTS. While the pipeline can be executed
without any user interaction (i.e., running the unsupervised
mode), Time2Feat can also incorporate user annotations on
small dataset samples to select generated features. This kind
of user’s semi-supervision can improve the accuracy of results
and the quality of explanations.
Through the demonstration, users can experiment with

the end-to-end process implemented in the pipeline to gen-
erate clusters and explanations from multiple MTS datasets
using both unsupervised and semi-supervised modes.

2 The Time2Feat system
The Time2Feat data analysis pipeline is comprised of three
distinct components: feature extraction, feature selection,
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and clustering, as depicted in Figure 1. The input to the
pipeline is a Multivariate Time Series, along with the number
of desired clusters. If the number of clusters is not explicitly
specified, the pipeline can determine it using a heuristic
approach.
There are two operational modes for Time2Feat, unsu-

pervised mode and semi-supervised mode. In unsupervised
mode, the pipeline requires no additional input beyond the
Multivariate Time Series and the number of desired clusters.
The pipeline automatically extracts relevant features, selects
the most important ones, and performs clustering to identify
the number of specified clusters.
In semi-supervised mode, the user has the option of pro-

viding a subset of labeled samples to improve the accuracy
of the clustering process. This information is utilized to fine-
tune the feature selection and clustering steps, ultimately
resulting in improved clustering accuracy.

Feature Extraction. The goal of this component is to gen-
erate a comprehensive and detailed representation of the
MTS in the dataset via the extraction of a large spectrum of
features, each describing the signals composing the MTS in
isolation or pairs. Intra-signal Features are extracted by ap-
plying the library tsfresh, which can extract 700+ features
encoding the signal description from the perspective offered
by a specific analysis method, such as Distribution Analysis,
Statistical Analysis, etc. tsfresh extracts features that are
interpretable for users who know how the statistical measure
summarizes the time series values. Moreover, Time2Feat cap-
tures inter-signal relationships by quantifying the relatedness
between pairs of signals using eight metrics, such as corre-
lation and Euclidean distance. All of the features extracted
via this process represent the primary characteristics of the
time series. These features are entirely based on statistical
calculations, which results in them being fully explainable
and interpretable.
Features Extraction at work. The RacketSports dataset1

describes four kinds of shots performed by people playing
badminton or squash. Two sensors gather data in a three-
dimensional space, thus producing three signals per sensor.
Suppose we are asked to analyze the dataset and no de-
tails on the activities that MTS describes are provided to
us. Time2Feat through the Feature Extraction component,
generates 4722 intra-signal and 120 inter-signal features to
describe the dataset. While individually interpretable, the
sheer number of features can produce noise in the genera-
tion of the clusters and cannot be managed by users for their
interpretation.

Feature Selection. The feature extraction process gener-
ates a vast number of features, making it necessary to reduce

1http://www.timeseriesclassification.com/description.php?Dataset=
RacketSports

its dimensionality to improve interpretability and cluster-
ing performance. If Time2Feat is running with the semi-
supervised mode, the available labels are used to rank the
relevance of the features for identifying a subset capable of
generating clusters via an ANOVA based analysis. Irrespec-
tive of the availability of labels, the Principal Feature Analy-
sis (PFA) technique is applied to select the most meaningful
features. The PFA technique is chosen because it not only
ensures conciseness but also promotes diversity by selecting
the principal features that retain the maximum variability of
the features in the lower-dimensional space.
Features Selection at work. The Feature Selection compo-

nent reduces the number of features to 142 intra-signal and
11 inter-signal features when running in the semi-supervised
mode. If the user can provide labels for at least 20% of the
MTS, the number of features is reduced to 12 intra-signal
and 3 inter-signal features.

Clustering. Time2Feat includes three techniques (Hierar-
chical, KMeans, Spectral) for generating the clusters. The hi-
erarchical clustering technique is selected as default, since it
achieved the best accuracy in our experiments. The Time2Feat
system leverages state-of-the-art heuristics (e.g., applying
the well-known Elbow method) or user preferences to select
the number of clusters to generate. The clusters are wholly
derived from the previously selected features. Given the in-
terpretability of these features, it is feasible to analyze the
resulting clusters and gain an understanding of the factors
that influenced their creation.

Clustering Component at work. If the user selects to gener-
ate 4 clusters and the system runs in the unsupervised mode,
the quality of the result measured with the Adjusted Mutual
Information (AMI) is around 0.35. The reason for the low
quality result (that in any case overcomes the competing
approaches) is mainly due to the complexity of the problem.
By running the semi-supervised mode and providing 20%
of labels, the quality of the clusters improves to 0.56. If the
user selects to generate 2 clusters, Time2Feat is able to bet-
ter discriminate between the activities. The AMI obtained
with the unsupervised approach is 0.77 and the one with the
semi-supervised approach is 0.86.
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ABSTRACT
In this demo we introduce Headwork, an open-source academic
platform for the crowdsourcing of complex tasks. Besides classi-
cal crowdsourcing features, Headwork eases the development of
crowdsourcing campaigns through a full relational abstraction of
relevant concepts (participants, skills, tasks, current answers, deci-
sion procedures, GUI, etc.). It allows the orchestration of complex
dynamic tasks using so-called tuple artifacts (i.e. finite-state au-
tomata which transition guards and actions are SQL-defined, on
an evolving database). The demo will illustrates these key features,
both from the participant and developer point of view.

1 INTRODUCTION
Crowdsourcing is a technique to solve tasks by automatically ask-
ing questions to humans. Successful examples are Zooniverse [8],
Foldit[3] for participative science, and AmazonMechanical Turk for
rewarded tasks. At the core of crowdsourcing platforms are micro-
tasks: simple questions awaiting for a simple answer. But while the
crowdsourcing of micro-tasks is well studied, recent works turn
their attention to macro-tasks [5], that require a chain of interac-
tions with humans, using various steps and intermediate decisions.
Several systems has been considered to handle this kind of tasks
[1, 6], but they rely on a low-level, procedural description of inter-
actions.

In this demo, we present Headwork, a ready-to-use, academic
crowdsourcing platform for the deployment of complex tasks. In
order to limit the task designer’s efforts, the Headwork platform
proposes a full relational abstraction of relevant crowd concepts and
algorithms. The orchestration of macro-tasks is realized through
tuple artifacts [4], that are finite state automata operating on a
database, which transitions are guarded by SQL conditions and
which trigger SQL actions.

To promote the adoption of Headwork, the platform is fully
open-source (AGPL), and a demo server is available1. The platform
has already been used for participative science campaigns, and is
compatible with rewarded crowdsourcing.

1https://headwork.irisa.fr

©2023, Copyright is with the authors. Published in the Proceedings of the BDA 2023
Conference (October 23-26, 2023, Montpellier, France). Distribution of this article is
permitted under the terms of the Creative Commons license CC-by-nc-nd 4.0.
©2023, Droits restant aux auteurs. Publié dans les actes de la conférence BDA 2023
(23-26 octobre 2023, Montpellier, France). Redistribution de cet article autorisée selon
les termes de la licence Creative Commons CC-by-nc-nd 4.0.

2 MODEL
The Headwork platform is data-oriented. Our goal is to focus
on transforming data from the crowd rather than dealing with
low-level programming issues. We illustrate below our relational
abstraction, the template mechanism, and explain the deployment
of micro and macro-tasks.

2.1 Relational Abstraction
Several built-in tables are available. Basically:

• user : gathers information about crowd participants;
• skill : contains skill definitions (as keywords and levels of
expertise), used for tasks and user profiles;
• template : provides classical user interactions (expressed in
HTML and Javascript);
• task : contains the questions for the crowd;
• profile : allows to specify which skill is relevant for a task;
• answer : saves participant contributions and intermediate
computations.

Micro-tasks are then built on these notions.

2.2 Micro-Tasks
Headwork comeswith different language flavour. A domain-specific
language that we call Crowdy is available, allowing to express sim-
ply a wide variety of micro-tasks. If needed, task designers have
full control of the SQL counterpart. SQL expressions can also be
used in specific Crowdy statements. It is noteworthy that letting
the task designer access to a full SQL engine is a potential security
threat. We will come back to this question in the next section.

2.3 Template Mechanism
Headwork features an extensible template mechanism, that al-
lows the task designer to re-use typical crowd interactions, but
also to propose new ones to the community. Basic templates are
classical HTML form-like inputs such as text, text area, lists and
radio buttons. More sophisticated templates such as selectors for
geographical maps, image selectors, audio/video playing and audio
recording are also available.

The general architecture of a template is an HTML snippet whose
interaction is driven by a Javascript code. The code can contain text
tags that are populated by a Crowdy statement. The only constraint
is to provide the output as a specific field in JSON format, so that
Headwork is able to process it into the answer table.
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2.4 Macro-Tasks
In short, macro-tasks are workflows of simple tasks, which order
and content can evolve according to participant answers and crowd
decisions. In Headwork, a macro-task is driven by a tuple artifact :
a finite state automaton which transition conditions (guards) and
actions are expressed in Crowdy (hence SQL at a low level). Gen-
erally speaking, a transition in a tuple artifact has the following
structure:

state 𝑠
guard: 𝛾−−−−−−−−−→
actions: 𝛼

state 𝑠′,

meaning that, if we are in state 𝑠 with database 𝐷𝐵, and the guard
query 𝛾 (𝐷𝐵) is true, then we go to state 𝑠′, with the new database
𝛼 (𝐷𝐵).

Since guards and actions can be defined completely with queries
on the Headwork relational schema, and since any number of
states can be envisioned, a wide set of task compositions can be
expressed: sequences of questions, conditional branching, loops.
Computations and aggregations benefit from the full power of
SQL, extended with crowd-style operators such as majority voting.
Specific cohort of participants can be defined thanks to queries on
the skill and profile tables.

3 THE HEADWORK PLATFORM
The platform is organized as follows (Figure 1). Task providers sub-
mit a job as a JSON file encoding the crowd data oriented workflow,
in the SQL or Crowdy language, based on the various available
templates. The workflow engine (written in PHP hosted by Apache)
then processes the automaton and render tasks to participants
through the Web interface (Javascript, Bootstrap, Figure 2). Par-
ticipants can create an account, give their profile (skills), see the
list of available tasks ranked according to their skills, and start
contributing. All information are available in a Mysql database. If
required, Headwork is compatible with a rewarded pool of par-
ticipants through the Wirk service, to speed-up macro-tasks that
could not wait for benevolent participants.

Figure 2: Headworkmain interface, with projects, activities
and tasks, ordered by relevance wrt. participant’s skills

4 FUTURWORK
Our hope is to make Headwork an academic laboratory for studies
in macro-task crowdsourcing, while hosting real participative and
citizen science projects. In the short future we plan to implement
richer, hierarchical skill models [7] and to allow for automatic
workflow verification [2].
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ABSTRACT
In this work, we demonstrate how to setup a Wikidata SPARQL
endpoint on commodity hardware resources. We achieve this by
using a novel triple store called qEndpoint, which uses a read-only
partition based on HDT and a write partition based on RDF4J. We
show that qEndpoint can index and query the entireWikidata dump
(currently 17 billion triples) on a machine with 600GB SSD, 10 cores
and 10GB of RAM, while keeping the query performance compara-
ble with other SPARQL endpoints indexing Wikidata.
In a nutshell, we present the first SPARQL endpoint over Wikidata
that can run on commodity hardware while preserving the query
run time of existing implementations. Our work goes in the direc-
tion of democratizing the access to Wikidata as well as to other
large-scale Knowledge Graphs published on the Web. The source
code of qEndpoint along with the query workloads are publicly
available.

CCS CONCEPTS
• Information systems→ DBMS engine architectures.
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qEndpoint, HDT, Wikidata, SPARQL
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System Loading
Time

#Triples RAM Index
size

Doc

Apache
Jena

9d 21h 13.8 B 64 GB 2TB 1

Virtuoso several
days1
(prepro-
cessing) +
10h

11.9 B 378 GB NA 2

Blazegraph ∼5.5d 11.9 B 128 GB 1.1 T 3
Stardog 9.5 h 16.7 B 256 GB NA 4
QLever 14.3 h 17 B 128 GB 823 GB 5
qEndpoint 50 h 17.4 B 10 GB 294 GB 6

Table 1: Wikidata Index characteristics for different end-
points

(1) https://wiki.bitplan.com/index.php/WikiData_Import_2020-08-15
(2) https://community.openlinksw.com/t/loading-wikidata-into-virtuoso-open-

source-or-enterprise-edition/2717
(3) https://addshore.com/2019/10/your-own-wikidata-query-service-with-no-

limits/
(4) https://www.stardog.com/labs/blog/wikidata-in-stardog/
(5) https://github.com/ad-freiburg/qlever/wiki/Using-QLever-for-Wikidata
(6) https://github.com/the-qa-company/qEndpoint/wiki/Use-qEndpoint-to-

index-a-dataset

Task Time Description
Dataset download 7 h Download the dataset2
HDT compression 45 h Creating HDT
HDT co-index gen 5 h Creating OPS/PSO/POS indexes
Loading the index 2 min Start the endpoint

Table 2: Time split during the loading of theWikidata dataset.

File name File size Usage
index_dev.hdt 183GB Dictionary + SPO index
index_dev.hdt.index.v1-1 113GB OPS/PSO/POS indexes
native-store 16KB RDF4J store
qendpoint.jar 82MB qEndpoint

Table 3: Sizes of each components of qEndpoint (total: 296GB)
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ABSTRACT
Over the last decades, important improvements in deep learning
based methods have been made, allowing to learn rich and versatile
representations for text, graphs, or images. In the data management
area, an important question is to explore to what extent these
methods may be useful to represent relational structures, which
may be incomplete (e.g., with missing values) or uncertain. Indeed,
many recent research works focus on reconstructing or extracting
data from relational structures using learned embeddings, for either
tuple classification, entity resolution, or other data cleaning tasks.
In this work, we intend to pursue in this research direction, focusing
on the important problem of missing value imputation.

Our aim is extend the state of the art for this problem, which
focused mainly on machine learning datasets consisting of a single
relation, to general and practically relevant relational structure.
Concretely, we will build a relational structure representation that
can capture both syntactic and semantic similarities and correla-
tions, capturing all data facets, in order to have the most effective
embeddings.

Our proposal is to construct a tripartite graph representation
of the relational data, including the attribute values, the attribute
names, and the tuples of the relational structure. This graph cap-
tures constraints such primary / foreign key, as well as inclusion
dependencies.

The subsequent objective is then to generate embeddings for
the nodes of the graph and, based on them, to retrieve for each
missing value the most likely candidate one from the same domain.
For this embedding task, we have used either task agnostic models
such as random walks or tasks-specific deep graph learning models.
As we are mapping our relation problem to a graph one, we must
ensure that the generated embeddings retain properties such as
isomorphism between the different graphs that can be built from
the same relational structure. Relations are order (permutation)
invariant, and should also transfer to the corresponding graph
representations thereof.

Finally, we propose two data imputation methods that can be
applied to relation schemas consisting of several interconnected
relations. The first method exploits the geometric properties of the
generated embeddings to fill each missing value of the database.
The second method exploits the task specific deep learning model
in order to find candidates for the missing values. Both of these
models have the advantage to work on tuples having more than
one missing element, without being specific to a single attribute.
Moreover, because the graph we build can capture foreign / primary
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key constraints, the methods proposed allow to retrieve candidate
values across different relations.
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ABSTRACT
The continuous evolution of cities poses significant challenges in
terms of managing and understanding their complex dynamics.
With the increasing demand for transparency and the growing
availability of open urban data, it has become important to en-
sure the reproducibility of scientific research and computations in
urban planning. To understand past decisions and other possible
scenarios, we require solutions that go beyond the management of
urban knowledge graphs. In this work, we explore existing solu-
tions and their limits and explain the need and possible approaches
for querying across multiple graph versions.

RÉSUMÉ
L’évolution continue des villes pose des défis importants en termes
de gestion et de compréhension de leurs dynamiques complexes.
Avec la demande croissante de transparence et la disponibilité gran-
dissante de données urbaines ouvertes, il est devenu important
d’assurer la reproductibilité de la recherche scientifique et des cal-
culs dans le domaine de l’urbanisme. Pour comprendre les décisions
passées et d’autres scénarios possibles, nous avons besoin de solu-
tions qui vont au-delà de la gestion des graphes de connaissances
urbaines. Dans ce travail, nous explorons les solutions existantes
et leurs limites, et expliquons le besoin et les approches possibles
pour l’interrogation à travers de multiples versions de graphes.

CCS CONCEPTS
• Information systems→ Geographic information systems; Re-
source Description Framework (RDF); Web Ontology Lan-
guage (OWL).

KEYWORDS
RDF, versioning, graph, urban data, deduction
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1 INTRODUCTION AND MOTIVATION
Urban planners, historians, archaeologists, and researchers are con-
tinuously analyzing the constant development of cities. They are in-
terested in an understanding of the possible versions and scenarios
of the city [2], both in the past and in the future, if certain decisions
were to be made. The choices made and the lessons learned in urban
planning in the past serve as a guide for future decisions.

As the availability of open data increases across all sectors, so too
does the demand for transparency in decision-making. Urban data
come in different forms, they can be structured (sensors, building
data, ...), semi-structured (urban system logs, ...) or unstructured
(images, text, ...). Decisions are made on the basis of the data avail-
able at a given point in time. In other words, both the most recent
version of the city and the previous versions are taken into account.
In certain cases, complex calculations on this existing data guide the
decision-makers. Reproducibility of these calculations is therefore
also a requirement for transparency.

We provide the following sample queries from urban planning
project proposals to better illustrate our research work:

• Q1: Which city versions have a metro station accessible to
people with disabilities?
• Q2: Across multiple concurrent city versions, what is the max-
imum known height of a particular building? (aggregation)

Our previous research work proposed the use of graph formats
[4] for the transformation and management of heterogeneous and
concurrent urban data. In this work, we want to go beyond this
and explore and develop a system that can query multiple versions
of the graph simultaneously to answer complex queries like the
ones above. This requires not only versioning of code (complex
calculations) and data. It also requires efficient querying techniques
across versions.

This article briefly reviews different ways to address the need for
effective tools and methodologies to analyze urban development,
emphasizing the importance of versioned data management.
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2 STATE OF THE ART
Data and code evolution have been at the heart of many recent
research and industrial advances. Taken together, they make up an
important part of urban knowledge evolution. Given their growing
use, our research is particularly focused on version control systems.

2.1 Code and Data versioning
Versioned repositories are systems that track and manage changes
to data and code over time, allowing researchers to maintain a
historical record of their work and facilitate collaboration. When
these two concepts are integrated, they provide several benefits
in scientific research, such as reproducibility, transparency, and
collaboration. Version control allows different deductive paths to be
explored and merged, facilitating collaboration among researchers
with different expertise. Code versioning systems like GIT and SVN
play a critical role in software development, enabling collaborative
work, code reuse, and traceability. There also exist some dedicated
solutions for versioning data such as DVC, DagsHub, Delta Lake,
Dolt, Qri, Weights and Biases, Git LFS, Comet and LakeFS.

These different approaches are not suitable for our case study,
since we want to work with concurrent versions and scenarios [2].
To answer even simple queries like Q1, current solutions require
querying multiple database instances or checking out multiple
version commits, which limits query response times.

2.2 Database versioning
A recent interesting solution called DoltHub, an online platform and
hosting service provides version control for databases. This tech-
nology allows users to create, manage, and collaborate on databases
using Git-style workflows and supports branching and merging, en-
abling teams to work on different features or versions of a database.
However, cross-version querying of RDF data with such a solution
is a challenge. Native SPARQL (SPARQL Protocol and RDF Query
Language) queries are not inherently version-aware. Another so-
lution called QuitStore [1] is an RDF data versioning system that
addresses the need for efficient data retrieval across different ver-
sions. By implementing an RDF-based approach, QuitStore allows
users to track changes and revisions to their semantic data over
time. However, these versioning systems provide little support for
cross-version queries. Indeed, they can either query metadata on
multiple versions or query data on a single version.

Temporal databases, also known as historicized databases, are
specialized databases that are designed to capture and store his-
torical snapshots of data over a while. Some advanced temporal
databases allow the analysis and querying of data at different points
in time from two perspectives: how the data appeared in the real
world and how it evolved within the database. However, by their
nature, such databases are limited to a linear history and cannot be
directly used to store a dataset with a branching history.

3 CONTRIBUTIONS PERSPECTIVES
Our motivation is to find a method for retrieving knowledge from
a set of urban data versions stored in RDF format[4]. Resource
Description Framework (RDF) offers a flexible and standardized
format for representing the state of the city. RDF’s graph-based
structure allows the integration of diverse data sources, enabling a

comprehensive view of the city’s attributes and relationships. By
versioning the city dataset, we can systematically track and record
changes, modifications, and additions over time. This comprehen-
sive version of history provides a foundation for analyzing the city’s
evolution, identifying trends, and extracting valuable knowledge.
For example, if we have an urban dataset, we can identify the fol-
lowing problem: How to analyze a set of versions of a city to produce
additional knowledge?

From a semantics point of view, a versioned graph can be assim-
ilated to a collection of graphs, that is one graph for each version.
Together with the GRAPH statement in SPARQL, this provides a way
to query multiple versions at the same time. For example, the ac-
cessibility status of a given metro (Q1) or the height of the building
(Q2). However separately storing each version would cost too much
space and would probably lead to unefficient query processing.

Borrowing from historicized databases, one can associate ver-
sion metadata to RDF triples. However, while a tuple in historicized
database can be associated with a validity time interval, the branch-
ing nature of versioning history requires a different representation.
Using provenance techniques [3] , this information could then be
used at the query engine level to compute partial answers for sev-
eral versions at once. We aim at implementing such a query engine
and compare its efficiency with solutions using existing approaches
with version checkout. We also aim at comparing the efficiency of
different representations of version metadata associated to triples
(for example representing the set of versions in extension or by a
set of version intervals).

Note that this representation is independent from version meta-
data, we can thus reuse representation of version graph such as
in [1] to trace the origin and lineage of data, for example to refer-
ence the code used to produce the data. It helps to understand its
authenticity and assess its trustworthiness.
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ABSTRACT
La disponibilité croissante de données joue un rôle majeur dans le
suivi du développement durable des villes. Produire des indicateurs
mesurant les Objectifs de Développement Durable (ODD) est un
enjeu sociétal, nécessitant des sources hétérogènes, pour établir
des comparaisons spatio-temporelles. Notre travail se focalise par-
ticulièrement sur l’étude de l’impact des événements sportifs sur
les indicateurs de Développement Durable en mettant en évidence
les enjeux managériaux liés à l’organisation de tels événements.
Nous proposons une approche reposant sur un framework simplifié
pour évaluer l’héritage laissé par ces événements, en utilisant un
lac sémantique représenté par une base de données graphe stockée
dans Neo4j. Cette approche est illustrée par une étude de cas basée
sur des données variées, permettant de comparer l’état du terri-
toire hôte avant, pendant et après la Coupe d’Europe de Football
2016 et d’évaluer l’évolution d’indicateurs dans différentes zones
géographiques.
ACM Reference Format:
Wissal Benjira, FatenAtigui, Bénédicte Bucher,Malika Grim-Yefsah, andNico-
las Travers. . Un graphe de données pour mesurer les Objectifs de Développe-
ment Durable et comprendre l’héritage des événements sportifs sur les villes.
In Proceedings of 39ème Conférence sur la Gestion de Données – Principes,
Technologies et Applications (BDA’23).

1 CONTEXTE GÉNÉRAL
La disponibilité croissante de données couvrant des aspects variés
de la réalité est une opportunité pour mieux observer et comprendre
cette réalité dans sa complexité. Dans le domaine du développement
durable urbain, ces données jouent un rôle crucial pour évaluer et
mesurer l’impact des actions entreprises dans les villes [1, 2, 6]. Les
Objectifs de Développement Durable (ODD) définis et reconnus
par les pays membres des Nations Unies, mettent à disposition des
indicateurs destinés à servir de fondement principal pour suivre les
progrès vers la réalisation de ces ODD [8].
∗Auteur correspondant

BDA’23, Octobre 2023, Montpellier, France

L’émergence d’événements sportifs, tels que les JeuxOlympiques,
suscite un intérêt particulier en raison de leur influence significa-
tive sur les territoires hôtes. Ces évènements sportifs sont des
phénomènes spatio-temporels qui affectent structurellement, écono-
miquement et socialement un territoire accueillant ces évènements,
générant ainsi un « héritage » [4, 5, 9]. L’étude de cet héritage
repose sur la mesure comparative des différents impacts (ex. socié-
taux, structurels, environnementaux, pratiques sportives, etc.) de
ces événements à la fois sur une zone géographique et sur leurs
évolutions au cours du temps.

L’étude de cet héritage sur les territoires nécessite différentes
sources de données. Toutefois, la collecte des données peut s’avérer
particulièrement complexe en raison de la diversité des sources,
de la variété des formats, et finalement du manque de relations
explicites entre les différentes données. L’examen de la littérature
démontre une absence de cadre unificateur permettant de mobiliser
des données pourvues d’hétérogénéités sémantiques.

Le sujet de la thèse s’intéresse plus précisément à la structura-
tion de données et de métadonnées afin d’effectuer des analyses
critiques et des comparaisons relatives à l’impact d’évènements
sur les espaces urbains. Ainsi, l’objectif principal est de fournir un
framework de croisement de données pour élaborer et exploiter
des indicateurs associés aux ODD. Ce sujet prend tout son intérêt
pour les collectivités territoriales, pour des porteurs de projets
numériques autour des pratiques sportives et pour les sponsors de
grands évènements.

2 MODÉLISATION PROPOSÉE
Dans la littérature, différentes approches de modélisation de sché-
mas sont adaptées aux bases orientées documents ou colonnes,
mais peu sur des bases de données graphes géolocalisées [7]. Ainsi,
nous proposons une méthode de conception de lacs de données
basée sur des bases de données graphes liés au contexte géomatique,
i.e. intégrant des données géographiques, favorisant l’extraction et
l’exploitation d’indicateurs ODD.

L’approche proposée repose sur un framework qui simplifie et
facilite les différentes étapes d’évaluation de l’héritage en matière
de développement durable; à savoir l’identification, le traitement et
l’interprétation des données croisées pour obtenir des résultats plus
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Figure 1: Sous-graphe Neo4j autour de l’événement sportif de la Coupe d’Europe de Football 2016

significatifs. Le lac sémantique obtenu est représenté et structuré
sous forme de base de données graphe facilitant le rapprochement
des données avec un schéma de graphe de données unifié, des
règles d’enrichissement du graph et des opérations sur le graph
pour produire des mesures et leur composition pour définir les
indicateurs.

3 CAS D’ÉTUDE
Pour implémenter l’approche sémantique, nous développons une
méthodologie de conception de base de données graphe guidée
par les cas d’usages. Le prototype permet de valider et évaluer
l’approche proposée. Nous avons choisi de considérer l’évaluation
de l’impact de l’organisation d’événements sportifs sur l’indicateur
du taux de chômage (commun à plusieurs ODD) en utilisant les
différentes sources de données :
• Recensement de l’activité professionnelle par l’INSEE. La
donnée est disponible à l’échelle des IRIS1 et renseigne sur
les caractéristiques des actifs, ex. le sexe, l’âge ou la catégorie
socio-professionnelle.
• Géolocalisations des gares et stations par SmartIDF. Il s’agit
d’un recensement des stations de transports en communs.
• Sites sportifs et installations sportives par SmartIDF. Il s’agit
d’un recensement des installations sportives, ex. stades de
football.

Pour illustrer, prenons l’événement « Coupe d’Europe de Football
2016 ». Nous avons pu établir le sous-graphe de la figure 1 offrant
une vue globale des interconnexions entre les différentes entités.

Ce modèle de graphe facilite l’établissement d’indicateurs com-
parables dans le temps et dans l’espace, permettant ainsi des com-
paraisons du taux de chômage avant, pendant et après l’événement:
l’héritage. Afin de manipuler le graphe et les indicateurs, le graphe
est stocké dans Neo4j. Des requêtes Cypher interrogent aussi bien
l’évolution temporelle du graphe que la géolocalisation du lieu.
1IRIS - Îlots Regroupés pour l’Information Statistique

Cette géolocalisation est représentée à partir de sa description [3].
Par ailleurs, du fait que les indicateurs ODD reposent sur la compo-
sition de plusieurs mesures, notre Framework combine différentes
requêtes pour calculer ces indicateurs de plus haut niveau.

Ainsi, l’évolution du graphe offre également la possibilité d’analyser
ces indicateurs et d’observer les variations dans différentes zones
géographiques. Les tendances démographiques, telles que les mou-
vements de population par sexe et par tranche d’âge, peuvent être
analysées. De plus, l’analyse géospatiale permet d’identifier les
zones où l’impact de l’événement est plus significatif. Les résul-
tats obtenus peuvent être rapprochés à des cibles ODD et ainsi
à des mesures d’héritages, permettant ainsi d’évaluer l’impact de
l’événement par rapport à ces objectifs globaux de durabilité.
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ABSTRACT
OWL2Vec*[1] est un algorithme conçu pour apprendre les embed-
dings d’ontologies en se basant sur des marches aléatoires afin
de générer des séquences de mots, et en utilisant Word2Vec[7]
pour calculer les embeddings. Bien que cet algorithme soit capa-
ble de produire des embeddings de haute qualité pour des tâches
ultérieures, il présente actuellement une limitation en termes de
scalabilité, car il traite de grandes ontologies sur une seule machine.
Dans cette étude, nous visons à surmonter cette limitation en dis-
tribuant l’algorithme. Pour ce faire, nous partitionnons le graphe
de connaissances, effectuons des marches aléatoires sur les sous-
graphes, calculons les embeddings localement, puis réconcilions
les différents espaces d’embeddings.

KEYWORDS
Algorithme distribué, Apprentissage distribué, Ontologies, Parti-
tionnement de graphes, Marches aléatoires

1 INTRODUCTION
La représentation des graphes de connaissances ou knowledge graphs
(KG) sous forme d’embeddings a suscité un grand intérêt au cours
des dernières années [12]. Ces embeddings cherchent à représenter
les éléments des KG, tels que les entités et les relations, dans un
espace vectoriel qui préserve la structure du graphe. Un certain
nombre d’algorithmes d’embeddings pour les KG ont été proposés
et se sont avérés performants dans diverses tâches de prédiction.

Cependant, un grand nombre de ces algorithmes se concentrent
sur les triplets de faits et sont insuffisants pour traiter les ontologies
OWL ou les schémas ontologiques exprimés en OWL. Ces ontolo-
gies sont plus complexes que les simples structures de graphes,
intégrant des opérateurs logiques tels que la disjonction de classe,
la quantification existentielle et universelle et des métadonnées qui
comprennent des synonymes, des définitions et des annotations
relatives à une classe.

OWL2Vec*[1] est l’une des premières tentatives pour intégrer la
sémantique des ontologies OWL, y compris la structure des graphes,
les littéraux et les opérateurs logiques. Sa conception générale a été
conçue pour gérer de manière flexible diverses sémantiques OWL.

Bien que cet algorithme d’embedding d’ontologies soit capa-
ble de produire des embeddings de haute qualité pour diverses
tâches prédictives, il manque de capacité pour la formation à grande
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échelle sur plusieurs machines. Nous proposons donc un cadre
d’apprentissage distribué.

Dans le contexte des algorithmes distribués, il est crucial de
maintenir la qualité des embeddings générés. De plus, la commu-
nication entre machines peut être un goulot d’étranglement signi-
ficatif. En résumé, la distribution d’OWL2Vec* présente des défis
liés au partitionnement des graphes, aux marches aléatoires sur
les sous-graphes, à la gestion des coûts de communication, et à la
garantie de haute qualité des embeddings.

2 TRAVAUX CONNEXES
De nombreuses méthodes ont été proposées pour apprendre les em-
beddings de graphes de connaissances, commeTransE[4], DistMult[5],
et ComplEx[11]. Concernant les embeddings d’ontologies, des al-
gorithmes comme Onto2Vec[8], OPA2Vec[9], et OWL2Vec*[1] ont
été développés, ce dernier offrant une intégration robuste de la
sémantique des ontologies OWL. Des frameworks distribués[3]
ont également été explorés pour l’apprentissage d’embeddings sur
plusieurs machines.

Cependant, les systèmes existants ont des limites pour traiter
les ontologies avec des expressions OWL et ont des coûts de com-
munication élevés. Dans notre travail, nous visons à améliorer le
passage à l’échelle d’OWL2Vec*[1] avec une version distribuée
de l’algorithme, introduisant un processus de partitionnement du
graphe et de réconciliation des espaces d’embeddings, tout en ré-
duisant les coûts de communication.

3 MÉTHODOLOGIE
Nous nous appuyons sur la méthode proposée par [3] pour dis-
tribuer le calcul d’embeddings de graphes. Cette méthode consiste
à choisir un petit nombre de noeuds appelés points de repère ou
landmarks et qui serviront par la suite à réconcilier les embed-
dings. Nous adaptons cette méthode pour distribuer le calcul des
embeddings de KG définis dans OWL2Vec*[1].

Etape 1: Partitionnement du graphe de connaissances
La première étape consiste à partitionner le graphe de connais-
sances. Pour un premier temps, nous utilisons l’algorithme de par-
titionnement classique graph-cut METIS[6] pour cette tâche. Les
nœuds partagés sont utilisés comme landmarks et aideront à l’étape
de réconciliation. Nous explorons actuellement d’autres techniques
de partitionnement que METIS qui pourraient s’avérer bénéfiques
et plus adaptées aux graphes de connaissances.

Etape 2: Extraction de marches aléatoires et entraînement
de Word2vec
Après avoir partitionné le graphe de connaissances, nous extrayons
desmarches aléatoires de chaque sous-graphe et entraînonsWord2vec[7]
localement sur chaque partition, y compris les landmarks. Ainsi,
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chaque partition a sa propre représentation d’un espace latent cap-
turant les informations spécifiques à cette partition.

Nous explorons actuellement d’autres méthodes que Word2Vec
pour le calcul des embeddings. Les modèles de langue pré-entrainés
tels que BERT[2] pourraient être capable de représenter, de manière
complémentaire à OWL, la sémantique d’un graphe de connais-
sances.

Etape 3: Calcul de la matrice de transformation et récon-
ciliation
Les nœuds partagés entre deux partitions auront des embeddings
distincts dans leurs espaces latents respectifs. Nous réutilisons
la stratégie de réconciliation proposée dans [3]. Cette méthode
détermine une "rotation" permettant d’associer un premier espace
d’embeddings à un autre : Une matrice de transformation𝑊 est
calculée à partir des embeddings des landmarks communs aux deux
espaces en utilisant une décomposition en valeurs singulières (SVD).
Ensuite les embeddings "réconciliés" sont obtenus en multipliant
par𝑊 les embeddings du premier espace. La Figure 1 illustre les
étapes de notre approche.

Figure 1: Principales étapes de notre méthode

4 RÉSULTATS EXPÉRIMENTAUX
Le tableau 1 présente les résultats obtenus pour deux partitions, sans
et avec réconciliation, en utilisant le jeu de données FoodOn pour
la prédiction de subsumption de classe (Prédiction d’une classe par-
ente d’une classe). On peut observer que la réconciliation améliore
d’environ 30% la qualité de la prédiction par rapport à la méthode
sans réconciliation, tout en maintenant un apprentissage entière-
ment localisé et un coût de communication faible.

Table 1: Résultat sur la tâche de class subsumtion prédiction
sur FoodOn

MRR Hits@1 Hits@5 Hits@10
No Reconciliation 12.8 7.0 17.3 23.0
With Reconciliation 16.4 10.1 22.8 28.6

Nous poursuivons la validation de notre approche en consid-
érant des jeux de données plus grands, en explorant d’autres tâches
comme la prédiction de liens et le typage d’entités, et en étudiant
l’impact du partitionnement sur la méthode de réconciliation et la
qualité des résultats.

5 CONCLUSION
Dans ce travail, nous avons apporté plusieurs contributions :

(1) nous avons distribué l’algorithme OWL2Vec*[1] avec suc-
cès en utilisant l’algorithme de partitionnement de graphes
METIS[6], et réconcilié les embeddings avec l’aide de la dé-
composition en valeurs singulières (SVD).

(2) La réconciliation a montré son efficacité en produisant des
embeddings de haute qualité et en réduisant les coûts de
communication.

Pour les travaux futurs, nous envisageons d’optimiser notre
sélection de landmarks et d’évaluer notre méthode sur d’autres
graphes de connaissances à grande échelle comme YAGO[10], pour
tester la polyvalence et l’efficacité de notre méthode.
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ABSTRACT
The popularity of online social networks and the interactions they
allow has brought great benefits in terms of ease of communica-
tion between humans. On the other hand, it has been found that
they may also be a disruptive force for society, notably through
the spread of fake news or the creation of filter bubbles. Indeed, in
order to maximize user engagement, recommender systems tend to
overrate trendy content or content that is similar to a user’s estab-
lished taste; this overshadows any form of new, niche, or diverse
content. This is a critical issue as these processes end up increasing
opinion polarization. In this paper, in order to alleviate this issue,
we propose a new se- mantic for diverse link recommendations in
online social networks based on increasing the degree of informa-
tion entropy. We perform a comparative analysis of our proposed

semantic to baseline tra- ditional semantics for recommendation
and find that traditional recommender systems tend to reduce in-
formation entropy. At the same time, experimental results show
that the proposed semantic manages to promote diverse content.

KEYWORDS
social networks, echo chambers, diversity, optimization, recom-
mender systems
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