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Abstract

This study emanates from a simple observation: as specified by Vapnik [37] in
his study, an artificial neural network cannot generate a universal approximator
if the aggregation function chosen to design the artificial neuron does not include
non-linearity. The usual option is to follow a linear aggregation by a non-linear
function, or so-called activation function. We wonder if this approach could be
replaced by one using a natively non-linear aggregation function.

Among all of the available non-linear aggregation functions, here we are in-
terested in aggregations based on weighted minimum and weighted maximum
operations [8]. As these operators were originally developed within a possibility
theory and fuzzy rule framework, such operators cannot be easily integrated
into a neural network because the values that are usually considered belong to
[0, 1]. For gradient descent based learning, a neuron must be an aggregation
function derivable with respect to its inputs and synaptic weights, whose vari-
ables (synaptic weights, inputs and outputs) must all be signed real values. We
thus propose an extension of weighted maximum based aggregation to enable
this learning process. We show that such an aggregation can be seen as a com-
bination of four Sugeno integrals. Finally, we compare this type of approach
with the classical one.

Key words: Neural network, Sugeno integral, non-additive aggregation,
non-monotonic set functions

1. Introduction

One of the basic principles of conventional neural networks is to cascade
non-linear aggregation functions that are supposed to mimic the functioning
of natural neurons, hence their name “artificial neurons”. Here we are adopt-
ing a broad view of the notion of aggregation function as proposed in [13]: The
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essence of aggregation is that the output value computed by the aggregation func-
tion should represent or synthesize “in some sense” all individual inputs, where
quotes are put to emphasize the fact that the precise meaning of this expression
is highly dependent on the context. Most aggregation functions used to define an
artificial neuron is achieved by computing a non-linear function of a weighted
sum of its inputs. The learning process is a regression to adjust the synaptic
weights of each aggregation function, i.e. each artificial neuron. The non-linear
function has a very important role. Through this non-linearity, learning is pos-
sible because it allows us to generate a universal approximator if the number
of neurons and their arrangement are adequate. The non-linearity achieves
soft thresholding. Different functions have been used, including sigmoid [20],
rectified linear unit (ReLU) [25], parametric rectified linear unit (PReLU) [15]
functions, etc.

What we propose aims to reverse this principle: here it is a matter of thresh-
olding first and then summing. If such a neuron is inserted in a network, the
learning goal is no longer to find the best multiplicative weights associated with
each input, but rather the best threshold associated with each input.

The aggregation function we propose extends the weighted disjunction pro-
posed by Dubois and Prade [8] in the possibility theory framework. We show
that this approach can be related to a Sugeno integral with respect to a possi-
bility measure, which is a well-known tool in decision theory research.

Very few published articles have proposed to use max-min approaches in
neural networks, even though Sugeno himself mentioned this possibility in his
thesis [33]1.

On the one hand, most articles referring to the use max-min approaches in
connection with neural networks focus on Takagi-Sugeno fuzzy neural networks,
which is a very particular use for an if-then-else representation of the relation
between inputs and outputs [5]. For example, in [35], such a network is used for
improving an adaptive sliding mode control strategy. Some other approaches
refer to the Sugeno integral. Such an approach is reported in [24], where this
integral is used for ranking the relevance of three type-2 Mamdani inference-
based neural network modules in a decision process in order to improve an image
recognition method. In [29], the monotonicity property of the Sugeno integral
is used to replace the arithmetic aggregation operator in order to reduce the
features extracted by convolutional layers in the pooling process. However, the
fuzzy measure used in the Sugeno integral is not learned in any of these studies.
It is stated as being known.

On the other hand, some authors propose methods to learn the 2n values
of a fuzzy measure used for aggregating n inputs (see e.g. [5] and references
therein). In [5], the proposed method consists of representing the input-output
relation of a dataset by a capacity. Each value of the capacity is represented
by an interval. In [28], the learning process consists of updating the bounds

1In the conclusion, Sugeno wrote: It is particularly hoped that this research will serve in
future for the studies of artificial intelligence.
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of each interval through the use of a simulated annealing-based method by
iteratively incorporating new data. One of the weaknesses of this approach
is that incoherence between the model and the dataset often leads to empty
intervals. In [1] the authors propose to learn fuzzy measure values used with
a Sugeno integral for binary classification based on ordinal data. In that case,
learning is achieved based on the empirical risk minimization principle. In this
approach, the authors often restrict themselves to k-interactive measures in
order to reduce the parameter space, and also to simplify the fulfilment of the
monotony constraint associated with fuzzy measures. Due to the complexity
of this problem, only an approximation of the solution is obtained via linear
programming.

In recent work [4], a promising approach proposing the approximate solution
of a max-min matrix equation could lead to the learning of a max-min neural
network. However, this preliminary solution does not currently allow us to
backpropagate an error in the network and thus learn the synaptic weights.
This approach could be particularly well suited to creating classification neural
networks that can potentially be interpreted by if-then rules. In [38], min-sum
and max-sum approaches, also called tropical arithmetic, have been proposed
to improve classification in convolutional layers, with an application to breast
cancer diagnosis. Most of the work proposes very low-depth neural architecture
[11]. A more theoretical study of this type of approach can be found in [10].
Finally, a recent article [9] offers a broad overview of the use of possibilistic
approaches to learning.

A number of recent papers have shown that neurons operate in a way that
is quite different from the thresholded weighted sum model usually used (see
e.g. [6]). In particular, it seems that the transfer of an electrochemical message
from one neuron to another involves a threshold specific to each connection, this
threshold being soft in one way or another [14]. Similarly, the sum-of-inputs
model as causing neuron excitation is sometimes questioned, with a winner-
takes-all model possibly being more appropriate [32]. This behaviour is well
modelled by a fuzzy relation of the if-then type corresponding to weighted dis-
junction. Such a model therefore seems to better correspond to the behaviour
of a natural neuron as proposed in [6]. However, as noted in [14], message
transmission between two neurons can be excitatory or inhibitory, which corre-
sponds to positive or negative weights or excitations in the classical model. It
would therefore be interesting, in order to perfect a model based on weighted
disjunction, to extend this model to signed values. .

The approach we propose in this paper is thus particularly unique since it
consists of extending the max-min approach proposed by Dubois and Prade [8]
to generate an aggregation function so as to enable conventional learning by
quadratic regression. This kind of extension has already been proposed by Gra-
bisch [12], and then Sugeno [34], in a purely ordinal framework. Our approach
is fundamentally different in spirit since we position ourselves in a quantitative
context. We call this approach ST aggregation (i.e. the “ sum of thresholded val-
ues”). Because of the summation, unlike Grabisch’s approach, this aggregation
operator cannot be considered as an extension of the Sugeno integral but rather
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as an additive balance of Sugeno integrals. For comparison, we also consider
another approach, that is closer to symmetric Sugeno integral and cumulative
prospect theory Sugeno integral proposals of Grabisch and Sugeno. We call this
other approach MT aggregation (i.e. the “ maximum of thresholded values”).

We show, in several experiments, that these new aggregation functions can
be used in a conventional neural network to replace the commonly used ag-
gregation function (weighted sum with threshold). Our experimental studies
focus on regression experiments with fully connected networks. We compare
four approaches involving the same number of layers and neurons: the classical
approach, the ST-aggregation based approach, the MT-aggregation based ap-
proach, and finally a hybrid approach where ST neurons are mixed with classical
neurons.

The first interesting result is that these qualitative aggregation based ap-
proaches work: a purely ST network can learn a relationship from examples,
while achieving learning performance that is inferior to but comparable to that
of conventional networks. An MT-aggregation based neural network performs
less well when used as a conventional neuron.

The second result is that the ST approach is perfectly compatible with the
classical approach: it is possible to interleave layers of ST neurons with layers
of classical neurons in the same network.

Finally, since the derivatives w.r.t. inputs and weights are integer values,
both ST and MT methods are potentially not subject to the vanishing gradient
problem.

After this introduction, in Section 2 we define the notations we use and
provide some important preliminary notions to help understand the proposed
approach. In Section 3, we present two signed extensions of the weighted max-
imum, one based on a maximal trade-off (the MT-aggregation) and another
based on an additive trade-off (the ST-aggregation). We outline some key prop-
erties of both extensions. We attempt to give an interpretation of the use of
such aggregation functions in the neural network framework. Section 4 concerns
some pathways for computing the derivatives of both aggregations with respect
to the inputs and parameters, which are essential for the learning process. Sec-
tion 5 is devoted to experiments comparing both approaches to the conventional
approach. We show that the use of neurons based on ST aggregation allows us
to obtain performances close to those that may be obtained with the conven-
tional approach, thereby highlighting the relevance of this new approach. On
the other hand, the MT approach seems less promising in the context of gradi-
ent descent learning, a result which is not surprising given the highly non-linear
nature of this approach. Finally we conclude and discuss the relevance of using
such approaches in the neural network framework.

2. Theoretical background

2.1. Notations

• Ω = {1, . . . , n} ⊂ N.
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• A real vector x : Ω → Rn is a discrete function defined by a discrete
subset of Rn: x = (x1, · · · , xn) ∈ Rn. 0 = (0, · · · , 0) is the null vector
and 1 = (1, · · · , 1) is the unit vector.

• On R, the maximum operator is denoted by ∨ and the minimum operator
is denoted by ∧. This notation is also used on Rn where the maximum
and the minimum are calculated coordinate by coordinate.

• A set function is a function ϑ : 2Ω → R that associates a real value to
any subset of Ω.

• A kernel of Ω is a real vector φ : Ω → R used as a parameter of a set
function defined by φ = (φ1, · · · , φn).

• A set function ϑ of Ω is said to be additive if ∀A,B ⊆ Ω,
ϑ(A ∪B) + ϑ(A ∩B) = ϑ(A) + ϑ(B).

• A capacity is a normalized increasing set function υ : 2Ω → R+ with
υ(∅) = 0. Normalized means υ(Ω) = 1 and increasing means that ∀A ⊆
B ⊆ Ω, υ(A) ≤ υ(B).

• A possibility measure is a maxitive capacity Π:
∀A,B ⊆ Ω, Π(A ∪ B) = Π(A) ∨ Π(B). A discrete possibility measure is
generally associated with a normalized kernel π, such that πi = Π({i}), a
so called possibility distribution. In that case, ∀A ⊆ Ω, Π(A) = ∨i∈Aπi.
Normalized means that, since Π is a capacity: Π(Ω) = ∨n

i=1πi = 1, thus
∀i ∈ Ω, πi ∈ [0, 1].

• A necessity measure is a minitive capacity N : ∀A,B ⊆ Ω, N(A∩B) =
N(A) ∧ N(B). It can also be associated with a possibility distribution
π ∈ [0, 1]n. In that case, ∀A ⊆ Ω, N(A) = 1 − ∨i∈Acπi = ∧i∈Ac(1 − πi),
where Ac is the complementary set of A in Ω.

• To any subset A ⊆ Ω is associated a function 1A : Ω → {0, 1}, which is
called the characteristic function of A, such that ∀i ∈ Ω, 1A(i) = 1 if
i ∈ A and 0 otherwise.

2.2. Weighted maximum and weighted minimum

The minimum ∧ and the maximum ∨ operators have been extended to
weighted min and weighted max aggregations. Let φ ∈ [0, 1]n (with ∨i∈Ωφi = 1)
be a kernel of Ω whose components are used as weights of weighted maximum
and weighted minimum. Formally, let x ∈ [0, 1]n, then we have:

• the weighted maximum operator associated with φ is:

wmaxφ(x) =
∨
i∈Ω

φi ∧ xi.
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• the weighted minimum operator associated with φ, supposed to be such
that ∧i∈Ωφi = 0, is:

wminφ(x) =
∧
i∈Ω

φi ∨ xi.

Weighted maximum and weighted minimum are particular cases of the Sugeno
integral [22]. The Sugeno integral of x with respect to a capacity υ is the
qualitative aggregation operator defined as follows [33]:

Sυ(x) =
∨
A⊆Ω

υ(A) ∧
(
∧
i∈A

xi

)
.

The Sugeno integral with respect to a possibility measure associated with
the kernel φ equals wmaxφ and the Sugeno integral with respect to a necessity
measure associated with φ equals wminφ.

2.3. Extension of maximum and minimum operations to signed values

In [12], Garbisch proposes a symmetric extension of the Sugeno integral to
signed values. This extension is purely ordinal and in the spirit of the symmetric
(Šipos) extension of the Choquet integral. It is based on extending the maximum
(∨) and minimum (∧) operations so that the algebraic structure is close to a
ring. Let us briefly recall some interesting results in our context.

The negative numbers are modeled as follows. A linear order set {L+,≤},
with bottom and top elements denoted 0 and 1, is considered and a reverse set
is defined by L− = {−α|α ∈ L+} with the reversed order −α ≤ −β if and only
if β ≤ α in L+. The bottom and top of L− are −1 and −0, respectively, where
−0 is equal to 0. L denotes the union of L+ and L−. Thus the top of L is 1
and its bottom is −1.

The absolute value of α ∈ L is defined by |α| where

|α| =
{

α if α ∈ L+

−α if α ∈ L−

Where α, β ∈ L, the symmetric extensions of the ∨ and ∧ operations are
defined as follow:

α ∨⃝ β =

 − ∨ (|α|, |β|) if β ̸= −α,
0 if β = −α,
∨(|α|, |β|) otherwise.

α ∧⃝ β =

{
−(|α| ∧ |β|) if sign(α) ̸= sign(β),
|α| ∧ |β| otherwise.

where sign(α) = 1 is α ∈ L+ and sign(α) = −1 is α ∈ L−.
These expressions can be simplified:
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α ∨⃝ β = sign(α+ β) (|α| ∨ |β|) ,
α ∧⃝ β = sign(α.β) (|α| ∧ |β|) .

As proved in [12],

• both ∨⃝ are ∧⃝ are commutative,

• 0 is the sole neutral element of ∨⃝ and absorbant of ∧⃝,

• 1 is the sole neutral element of ∧⃝ and absorbant of ∨⃝,

• ∧⃝ is associative,

• ∨⃝ is associative for any expression involving α1 · · ·αn in L such that
∨n
i=1αi ̸= − ∧n

i=1 αi.

• ∧⃝ is distributive w.r.t. ∨⃝ in L+ and L−.

In this paper, we consider a rule combining separately positive and negative
values. In this case if ∨n

i=1αi = − ∧n
i=1 αi then we have ∨⃝n

i=1αi = 0.
Based on this extension of ∨ and ∧ operations, several extensions have been

proposed in [12] to define a symmetric extension of the Sugeno integral. Here
we are interested in the natural extension w.r.t. a possibility measure.

Let φ ∈ [0, 1]n and Πφ be the possibility measure associated with φ. The
Sugeno integral of x ∈ [0, 1]n w.r.t. Πφ is:

SΠφ(x) =
∨
i∈Ω

(φi ∧ xi).

Now considering x ∈ [−1, 1]n, then the symmetric the Sugeno integral of x
w.r.t. Πφ is :

ŠΠφ(x) =
(
SΠφ(x

+)
)
∨⃝
(
−SΠφ(−x−)

)
,

with x+ = x ∨ 0 and x− = x ∧ 0.
Note that SΠφ(x

+) =
∨

i∈Ω(φi ∧ x+
i ) = ∨⃝i∈Ω

(
φi ∧⃝ x+

i

)
and −SΠφ(−x−) = −

∨
i∈Ω(φi ∧ (−x−

i )) = ∨⃝i∈Ω

(
φi ∧⃝ x−

i

)
thus

ŠΠφ(x) =
(∨⃝i∈Ω

(
φi ∧⃝ x+

i

))
∨⃝
(∨⃝i∈Ω

(
φi ∧⃝ x−

i

))
. (1)

This expression cannot be further reduced due to the non-associativity of the
∨⃝ operator.
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3. Extending weighted maximum to signed values and weights: MT-
and ST-aggregations

Recall that our goal here is to create a new formal neuron by replacing
the usual nonlinear aggregation function, composed of a linear aggregation and
an activation function, with a natively nonlinear aggregation function. We also
would like this neuron to be easily integrated into a conventional neural network,
thereby enabling gradient descent adjustment. These specifications entail two
major constraints for this new aggregation function:

i) it must admit signed real inputs and weights while outputing a signed value,

ii) in contrast to what is practiced with maximum operators, the scale must
be able to change when the weights are updated,

iii) it must be derivable with respect to inputs and weights, and those deriva-
tives should be continuous,

The extension proposed in Section 2.3 takes an important step in this direc-
tion, albeit with two substential restrictions that contradict previous specifica-
tions: first in expression (1) the weights are not signed, and second the values
are fixed on an irremovable scale.

The aim of this section is twofold: 1– to show that bounds of wmax aggre-
gation are arbitrary and can be modified, 2– to propose an extension of wmax
to signed real values which is derivable and whose derivative is continuous.

3.1. Non-normalized weighted maximum

In the approach of [8], the weighted maximum is only defined when x and
φ belong to [0, 1]n. In this section, we intend to consider that values of both x
and φ may be unbounded, i.e. x ∈ Rn+ and φ ∈ Rn+, without normalization
condition. We define M as being an unbounded extension of the weighted
maximum:

M : Rn+ × Rn+ → R+

(x,φ) 7→ ∨i∈Ω (φi ∧ xi)
(2)

For each φ ∈ Rn+, M(.,φ) can be considered as an aggregation function on
Rn+.

If φ is bounded then there is a link with a Sugeno integral. Indeed, since
∀i ∈ Ω φi ∈ [φ,φ], where φ = ∧i∈Ωφi and φ = ∨i∈Ωφi, we have ∀x ∈ Rn+,
M(x,φ) = M(x∧φ,φ). So we can thus consider the restriction of M(.,φ) to
[0, φ] denoted by M(.,φ)|[0,φ]. This restriction is a weighted lattice polynomial
as defined in [23]. So it is easy to check that M(.,φ)|[0,φ] is a Sugeno integral
w.r.t. the set function µ defined by ∀A ⊆ Ω, µ(A) = ∨

i∈A
φi.

Considering a given φ, we are going to prove that M(·,φ) is bounded. More
precisely, if one value xi of x is greater than φi, then M(x,φ) ∈ [φ,φ].

Proposition 3.1. Let x ∈ Rn+

• if ∃i0 ∈ Ω such that xi0 > φ, then M(x,φ) ∈ [φ,φ],
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• if ∀i ∈ Ω, xi ≤ φ, then M(x,φ) = ∨i∈Ωxi ≤ φ.

Proof. • If ∃i0 ∈ Ω such that xi0 > φ, then xi0 ∧ φi0 is either φi0 ≥ φ or
xi0 > φ, so we have M(x,φ) ≥ φ.

∀i ∈ Ω, xi ∧ φi ≤ φi ≤ φ so we have M(x,φ) ≤ φ.

Hence in this case we have M(x,φ) ∈ [φ,φ].

• If ∀i ∈ Ω, xi ≤ φ, then ∀i ∈ Ω, xi ∧ φi = xi and M(x,φ) = ∨i∈Ωxi. In
this case M(x,φ) ≤ φ.

According to the definition of M(x,φ), the roles of x and φ can be ex-
changed. So we have the following result considering a given x.

Proposition 3.2. Let φ ∈ Rn+

• if ∃i0 ∈ Ω such that φi0 > x, then M(x,φ) ∈ [x, x],

• if ∀i ∈ Ω, φi ≤ x, then M(x,φ) = ∨i∈Ωφi.

According to the previous properties, we have the following result.

Corollary. Let x,φ ∈ Rn+, M(x,φ) ∈ [x ∧ φ, x ∧ φ].

Proof. • Let us prove that M(x,φ) ≤ x ∧ φ.

According to proposition 3.1 we have M(x,φ) ≤ φ.

∀i ∈ Ω, xi ∧ φi ≤ xi ≤ x so we have M(x,φ) ≤ x, which concludes the
proof of the inequality.

• Let us prove that M(x,φ) ≥ x ∧ φ.

According to proposition 3.1,

if ∃i0 ∈ Ω such that xi0 > φ, then M(x,φ) ≥ φ ≥ x ∧ φ.

If ∀i ∈ Ω, xi ≤ φ, then M(x,φ) = ∨i∈Ωxi ≥ x ≥ x ∧ φ, which concludes
the proof of the inequality.

Now let δ ∈ Rn be a bounded vector, the vector ϕ = 0 ∨ (φ + δ) is also
bounded, i.e. increasing (or decreasing) the values of φ leads to another bounded
aggregation M(x,ϕ).

This is an important property because, when used in a neural network, the
kernel associated with each neuron is intended to be updated additively. The
fact that modifying the kernel does not change the intrinsic property of the M
operator is therefore of prime interest.
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3.2. Signed extension

We now propose to combine the proposals put forward in Section 2.3 with
those outlined in Section 3.1.

Let φ ∈ Rn and x ∈ Rn. Let φ+ = 0 ∨ φ, φ− = 0 ∧ φ, x+ = 0 ∨ x and
x− = 0 ∧ x. According to the signed extensions proposed in [12], an extended
weighted maximum aggregation of x w.r.t. φ can be divided in four parts:

•M(x+,φ+) =∨i∈Ω
(
x+
i ∧ φ+

i

)
= ∨⃝i∈Ω

(
x+
i ∧⃝ φ+

i

)
, (3)

•M(−x−,φ+) =∨i∈Ω
(
−x−

i ∧ φ+
i

)
= −∨⃝i∈Ω

(
x−
i ∧⃝ φ+

i

)
, (4)

•M(x+,−φ−) =∨i∈Ω
(
x+
i ∧ −φ−

i

)
= −∨⃝i∈Ω

(
x+
i ∧⃝ φ−

i

)
, (5)

•M(−x−,−φ−) =∨i∈Ω
(
−x−

i ∧ −φ−
i

)
= ∨⃝i∈Ω

(
x−
i ∧⃝ φ−

i

)
. (6)

Remark 1. Note that M(.,φ+)|[0,φ] is a Sugeno integral w.r.t. the set function

µ+ defined by ∀A ⊆ Ω, µ+(A) = ∨
i∈A

φ+
i and M(.,−φ−)|[0,|φ|] is a Sugeno

integral w.r.t. the set function µ− defined by ∀A ⊆ Ω, µ−(A) = ∧
i∈A

φ−
i .

Now, several proposals can be made to combine these four parts and achieve
aggregation. We limit ourselves to two proposals.

3.3. Natural signed extension: MT-aggregation

The first idea that comes to mind after reading Section 3.2 is to follow
proposition 27 put forward by Grabisch [12], which would lead to proposing the
maximum of thresholded values aggregation AMT by:

AMT (x,φ) =
(
M(x+,φ+)

)
∨⃝
(
−M(−x−,φ+)

)
∨⃝
(
−M(x+,−φ−)

)
∨⃝
(
M(−x−,−φ−)

)
,

=
(∨⃝i∈Ω

(
x+
i ∧⃝ φ+

i

))
∨⃝
(∨⃝i∈Ω

(
x−
i ∧⃝ φ+

i

))
∨⃝
(∨⃝i∈Ω

(
x+
i ∧⃝ φ−

i

))
∨⃝
(∨⃝i∈Ω

(
x−
i ∧⃝ φ−

i

))
,

= ∨⃝
⋆,•∈{+,−}

∨⃝i∈Ω (x⋆
i ∧⃝ φ•

i ) .

(7)

Let φ = maxi∈Ω φi and φ = mini∈Ω φi, then the aggregated valueAMT (x,φ)

belongs to [−∆,∆] where ∆ = max
(
|φ|, |φ|

)
.

This proposition is in the line with the idea of extending the Choquet integral
to negative values as well as using signed (and thus non-monotonic) set functions
(see e.g. [27]). This type of extension has already been proposed by Sugeno in
[34] in the normalized framework by introducing the notion of pairs of fuzzy
measures. In the present case, considering Remark 1, the pair of set functions
used for MT aggregation are: ∀A ⊆ Ω µ+(A) = ∨

i∈A
φ+
i and µ−(A) = ∧

i∈A
φ−
i .
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Thus we have:

AMT (x,φ) =

(
∨⃝

A⊆Ω

µ+(A) ∧⃝
(
∧⃝
i∈A

x+
i

))
∨⃝

(
∨⃝

A⊆Ω

µ+(A) ∧⃝
(
∧⃝
i∈A

x−
i

))

∨⃝

(
∨⃝

A⊆Ω

µ−(A) ∧⃝
(
∧⃝
i∈A

x+
i

))
∨⃝

(
∨⃝

A⊆Ω

µ−(A) ∧⃝
(
∧⃝
i∈A

x−
i

))
.

(8)

This aggregation is perfectly in line with specifications (i) and (ii) listed at
the beginning of this section, but it does not fulfill specification (iii):

i) it admits signed real inputs and weights and outputs a signed value,
ii) as proved in Section 3.1, when the values of parameter φ change by adding

bounded signed values, each of the four parts can be considered as Sugeno
integrals and thus the combination can be considered as an aggregation,

iii) it is derivable with respect to inputs and weights, and those derivatives are
not continuous.

Proposition 3.3. The derivatives of AMT w.r.t. parameters and inputs are
not defined everywhere.

Proof. The role of parameters and inputs can be exchanged in AMT so we
present the proof of derivation w.r.t. the input values. The proof for the pa-
rameters is similar.
By construction, ∃p, q ∈ Ω such that
∨⃝i∈Ω

(
x+
i ∧⃝ φ+

i

)
∨⃝ ∨⃝i∈Ω

(
x−
i ∧⃝ φ−

i

)
= xp ∧⃝ φp = α ≥ 0 and

∨⃝i∈Ω

(
x−
i ∧⃝ φ+

i

)
∨⃝ ∨⃝i∈Ω

(
x+
i ∧⃝ φ−

i

)
= xq ∧⃝ φq = β ≤ 0.

Since such a case may arise, let’s assume that α = −β. In that case, AMT (x,φ) =
α ∨⃝ (−α) = 0.
We show that in such a case the derivatives of AMT w.r.t. xp and φp may not
be defined. There are two cases:

1) |xp| > |φp|.
Let us consider x′ such that x′ = x except for x′

p and xp for witch we
assume that x′

p = xp + ϵ. We can consider ϵ small as being small enough to

have |xp + ϵ| > |φp|. In such a case, AMT (x′,φ)−AMT (x,φ)
ϵ = 0/ϵ = 0. Hence

limϵ→0
AMT (x′,φ)−AMT (x,φ)

ϵ = 0.
2) |xp| ≤ |φp|.
Let us consider x′ such that x′ = x except for x′

p and xp for which we
assume that x′

p = xp + ϵ. We can consider ϵ as being small enough to have

|xp + ϵ| ≤ |φp|. In such a case, AMT (x′,φ)−AMT (x,φ)
ϵ = (xp + ϵ)/ϵ = xp/ϵ + 1.

Hence limϵ→0
AMT (x′,φ)−AMT (x,φ)

ϵ = sign(xp).∞.

The fact that the derivative is not defined for certain input and parameter
values makes the gradient descent method theoretically unfeasible. However, as
this situation is potentially quite rare, we propose to replace the derivative by
an arbitrary value when it is not defined (see section 4.1).

Worse still, the probability of an MT neuron being blocked in a position
such that it no longer transmits information via the chain rule is not low.
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Proposition 3.4. Let ∆ = |φ|∨ |φ| where φ =
∨
i∈Ω

φi and φ =
∧
i∈Ω

φi. If ∀i ∈ Ω,

|xi| > ∆ and ∃p, q ∈ Ω such that φp = −φq = ∆, thus AMT (x,φ) = 0 and all
the derivatives of AMT (x,φ) w.r.t. the input values equal 0.

Proof. The proof is trivial. Let us suppose, without any loss of generality, that
φp ≥ 0 and φq ≤ 0.

There are two possible cases:

• either xp > 0 and thus ∨⃝i∈Ω

(
x+
i ∧ φ+

i

)
= φp and ∨⃝i∈Ω

(
x−
i ∧ φ+

i

)
= 0,

• or xp < 0 and thus ∨⃝i∈Ω

(
x+
i ∧ φ+

i

)
= 0 and ∨⃝i∈Ω

(
x−
i ∧ φ+

i

)
= φp.

Hence ∨⃝i∈Ω

(
x+
i ∧ φ+

i

)
∨⃝ ∨⃝i∈Ω

(
x−
i ∧ φ+

i

)
= φp = ∆.

The same type of reasoning leads to ∨⃝i∈Ω

(
x+
i ∧ φ−

i

)
∨⃝ ∨⃝i∈Ω

(
x−
i ∧ φ−

i

)
=

φq = −∆.
Thus in that case AMT (x,φ) = ∆ ∨⃝ (−∆) = 0 and this result does not

depend on the input values. Thus

∀i ∈ Ω,
δAMT

δxi
(x,φ) = 0.

We propose to consider an extension that does not have this defect, mainly
caused by an abrupt transition to 0 when the negative and positive parts are
equal.

3.4. Additive signed extension: ST-aggregation

To solve the problem caused by the non-continuity induced by the extended
max operator, we propose to combine the four terms defined in Section 3.2 in a
linear fashion. This combination is no longer a Sugeno integral, but each part of
the combination can be considered as a Sugeno integral. This additive extension
is compatible with the general neural network approach.

The additive signed extension is given by:

AST (x,φ) = M(x+,φ+)−M(−x−,φ+)−M(x+,−φ−) +M(−x−,−φ−)),

= ∨⃝
i∈Ω

(
x+
i ∧⃝ φ+

i

)
+ ∨⃝

i∈Ω

(
x−
i ∧⃝ φ+

i

)
+ ∨⃝

i∈Ω

(
x+
i ∧⃝ φ−

i

)
+ ∨⃝

i∈Ω

(
x−
i ∧⃝ φ−

i

)
.

(9)

Let φ =
∨
i∈Ω

φi and φ =
∧
i∈Ω

φi, then the aggregated value AST (x,φ) belongs

to [−2.∆, 2.∆], where ∆ = |φ| ∨ |φ| since two members of this sum belong to
[0,∆] while other members belong to [−∆, 0].
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3.5. Adding a bias

We have not mentioned an essential point, which is the bias associated with
each neuron. It plays an important role in the transmission of an inhibitory or
excitatory message to the next neuron. Adding a bias to this type of neuron can
be done in a similar way to conventional neurons, by adding a value to the input
of each neuron that does not depend on the inputs. Let’s call this additional
input φ0. Let φ+

0 = max(0, φ0) and φ−
0 = min(0, φ0). In both extensions, the

four terms have to be replaced by a term taking the bias into account, i.e.

• ∨⃝i∈Ω

(
x+
i ∧⃝ φ+

i

)
−→ φ+

0 ∨⃝
(∨⃝i∈Ω

(
x+
i ∧⃝ φ+

i

))
,

• ∨⃝i∈Ω

(
x−
i ∧⃝ φ+

i

)
−→ φ−

0 ∨⃝
(∨⃝i∈Ω

(
x−
i ∧⃝ φ+

i

))
,

• ∨⃝i∈Ω

(
x+
i ∧⃝ φ−

i

)
−→ φ−

0 ∨⃝
(∨⃝i∈Ω

(
x+
i ∧⃝ φ−

i

))
,

• ∨⃝i∈Ω

(
x−
i ∧⃝ φ−

i

)
−→ φ+

0 ∨⃝
(∨⃝i∈Ω

(
x−
i ∧⃝ φ−

i

))
.

3.6. Neural interpretation

A possible neural interpretation might be as follows. The electrical flow that
transmits information from one neuron to another can be positive (positive
activation solicitation), negative (negative activation solicitation) or zero (no
solicitation).

Each synapse has an associated threshold: a positive threshold means that
the receiving neuron is expecting a positive solicitation, while a negative thresh-
old indicates that a negative solicitation is expected. The neuron aggregates
these solicitations activate the next neuron. In the MT-aggregation, the neuron
outputs its best or worst state – or 0 when there is an exact counterbalance
between the best and worst case. In the ST version, positive and negative
states are additively counterbalanced. The difference in values between thresh-
olds associated with synapses enables us to differentiate the importance of each
synapse in the aggregation.

This interpretation is close to that of conventional neurons. In additive ag-
gregation, each synapse is associated with a weight. If the weight is of the same
sign as the input, then the response is used positively. If the weight is of the
opposite sign, the response is negative. The set of responses for each synapse is
aggregated additively. Then a threshold-based function transforms this aggre-
gation into a positive or negative activation for the next neuron (depending on
the activation function used).

The MT approach is rather a winner takes in all, where the ST approach
looks like a compromise between opposing coalitions. The interpretation of the
classical approach is less easy because of the multiplicative weights.

Example 3.1. Suppose you’re part of a financial group that wants to make a
share deal with another group, based on information provided by the group’s
experts. Each expert gives you his or her opinion: sell (increase the group’s
capital base) or buy (decrease the group’s capital base). You have an opinion
on each member of the panel. Some are positive (you think the expert is loyal
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to the group) and others are negative (you think the expert is trying to favor
an opposing group). The weight associated with the ith synapse (ith expert) is
the maximum transaction you would accept to make on the basis of this expert.

Naturally, if the ith expert is associated with a negative threshold, then it
is more prudent to make the reverse transaction, while taking into account the
maximum threshold of this transaction. On the basis of the opinions of all the
experts you have consulted, you pass your opinion on this transaction to your
management. In the MT approach, this opinion is the maximum transaction
you arrive at after consulting the experts. In the event of the buy and sell
opinions arriving at the same sum, you prefer to abstain. The ST approach
gives an equivalent but more nuanced result. However, even in this case, a small
variation in the entries leads to a small variation in the aggregation, which is
not the case with the MT approach (as shown in Section 3.3).

We can assume that you’re not the only one to be consulted by your supe-
rior, and that your colleagues have also received information from the group’s
expert panel. In this way, quantitative investment information moves from one
decision-making layer to another one right up to the final decision-maker who
commits to the transaction.

In a context like this, an entirely additive aggregation would make no sense,
any more than multiplicative weights would make sense, unless you assume an
expected value like aggregation. Indeed, multiplying the amount proposed for
the transaction by the ith expert by a factor and adding this to the results of the
other experts has no consonant interpretation, unless we assume that the sum of
the weights is unitary. Finally, since we’re talking about modelling human-like
reasoning here, the ordinal theory based only on comparisons is more in line with
human subjective preferences than the cardinal theory since it is hardly assumed
that ordinary people make numerical calculations in their brains [34].

The MT and ST approaches give qualitatively close results, with the main
difference being that the transition in the case of close positive and negative
appraisals is smoother (derivable) in the ST case than in the MT case.

4. Computing MT and ST aggregation derivatives

In order to perform learning, by replacing in a neural network, the non-
linear equation of the neural aggregation by an MT- or an ST-aggregation, it
must be possible to derive both expressions (7) and (9) with respect to x and
φ. Although these expression are non-linear, an approximate derivative may be
obtained [36].

To perform these derivations, a preliminary remark must be made about
Expression (2): as shown in [21], a small decrease in the ith value of φ induces
a variation in the value of ∨i∈Ω (xi ∧ φi) if and only if φi = ∨i∈Ω (xi ∧ φi), i.e.

δM
δφi

(x,φ) =

{
1 if M(x,φ) = φi,
0 else ,

(10)
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The approximation of the partial derivatives of M (x,φ) is based on replac-
ing the notion of derivative by that of left-hand derivative, i.e.

δM
δφi

(x,φ) ≈ lim
ϵ→0+

M(x,φ)−M(x,φ−ϵ,i)

ϵ
,

where φ−ϵ,i is the vector such that ∀j ̸= i, φ−ϵ,i
j = φj and φϵ,i

i = φi− ϵ (ϵ > 0).
Let α = M(x,φ).

• If φi < α, then by construction φi − ϵ < α. Thus M(x,φ−ϵ,i) = α,
therefore δM

δφi
(x,φ) = 0.

• If φi = α, then φi < xi and thus M(x,φ−ϵ,i) = α− ϵ,
therefore δM

δφi
(x,φ) = 1.

The construction is identical for partial derivatives with respect to inputs.
Now computing the derivation of Expression(9) w.r.t. parameter values or

input values is trivial because of the additive combination. As pointed out
previously, the case of deriving Expression (7) is less straightforward, and may
result in zero values for any element of the input and/or parameter vectors, or
to infinite values for some of them.

4.1. Derivation of MT-aggregation

Let α =
(∨⃝i∈Ω

(
x+
i ∧⃝ φ+

i

))
∨⃝
(∨⃝i∈Ω

(
x−
i ∧⃝ φ−

i

))
and β =

(∨⃝i∈Ω

(
x+
i ∧⃝ φ−

i

))
∨⃝
(∨⃝i∈Ω

(
x−
i ∧⃝ φ+

i

))
.

By construction, α ∈ [0,∆] and β ∈ [−∆, 0].
Referring to the preliminary remark and Proposition 3.3, there can be two

cases.

1) α ̸= −β, thus ∀i ∈ Ω,

δAMT

δxi
(x,φ) =

 1 if xi = α,
−1 if xi = β,
0 else .

δAMT

δφi
(x,φ) =

 1 if φi = α,
−1 if φi = β,
0 else .

2) α = −β thus ∀i ∈ Ω,

• either |xi ∧⃝ φi| = α then δAMT

δφi
(x,φ) is undetermined, while δAMT

δxi
(x,φ) =

0 or reverse,

• or δAMT

δφi
(x,φ) = δAMT

δxi
(x,φ) = 0.

In experiments, we avoid this problem by arbitrarily replacing indeterminate
values randomly with either 1, 0 or −1.

15



4.2. Derivation of ST-aggregation

Computation of the derivatives of MST w.r.t. input and parameter values
is rather easy when considering equation (10).
– Let α•

⋆ = ∨⃝i∈Ω (x•
i ∧⃝ φ⋆

i ) with •, ⋆ ∈ {+,−}.
– Let ∀p ∈ Ω, δ•⋆(p) be the derivative of ∨⃝i∈Ω (x•

i ∧⃝ φ⋆
i ) w.r.t. xp.

– Let ζ•⋆ (p) be the derivative of ∨⃝i∈Ω (x•
i ∧⃝ φ⋆

i ) w.r.t. φp.
– Let sign(⋆, •) = 1, if ⋆ = • and −1 otherwise.

By construction δ•⋆(p) = sign(⋆, •) if xp = α•
⋆ and 0 otherwise. Symmetri-

cally, ζ•⋆ (p) = sign(⋆, •) if φp = α•
⋆ and 0 otherwise.

Thus ∀p ∈ Ω, δAST

δxp
(x,φ) =

∑
•,⋆∈{+,−}

δ•⋆(p) and
δAST

δφp
(x,φ) =

∑
•,⋆∈{+,−}

ζ•⋆ (p).

δAST

δxp
(x,φ) (and also δAST

δφp
(x,φ)) is a sum of four terms, two of which can

be equal to 1 or 0 and the other two of which can be equal to -1 or 0. Thus, by
construction, both values belong to {−2,−1, 0, 1, 2}.

5. Experiment

5.1. Learning an ST aggregation

The following experiment shows that it is possible to learn an ST relation
based on a dataset by using simple gradient descent.

To achieve this experiment, we considered an ST aggregation relation of
ten inputs (n = 10). First, the value of each element of φ was randomly drawn
from a centered normal distribution of standard deviation equal to 20. Then, we
drew 500 vectors kx ∈ R10 (k = 1 . . . 500) from a centered normal distribution
of standard deviation equal to 30. We subsequently computed the 500 output
values ky = AST (

kx,φ) (k = 1 . . . 500).
Then we started a φ vector learning procedure with the learning base

{kx,k y}k=1...500 to see if it would be possible to recover the simulated parameter
values. The initial value of φ is taken at random from the same distribution as
that used to simulate this parameter. As a learning criterion to be minimized, we
considered the quadratic distance between the current output of the aggregation
function and the target. The learning rate was arbitrarily set at 10−3 and
we performed a learning on 300 epochs (an epoch refers to one learning cycle
through the 500 dataset elements). The variations in the logarithm of the
quadratic criterion are presented in Figure (1) while those of the logarithm
of the distance between the simulated parameter and the actual parameter is
presented in Figure (2). After 300 epochs, the quadratic criterion value was
≈ 2.10−6 and the distance between φ and its estimate after 300 iterations was
≈ 5.10−5. The coefficient of determination value was very close to 1 (in fact
1−10−11). Similar results were also obtained with a test dataset of 500 elements.

We performed the same experiment by noising the output with normal cen-
tered additive noise with a standard deviation of 3 (while knowing that the
standard deviation of the output was 11.5). We observed the same uniform
convergence. After 300 epochs, the quadratic criterion was ≈ 8.3, while the
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Figure 1: Variations in the quadratic criterion according to the iterations
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Figure 2: Variations in the distance between φ and its estimation according to the iterations

distance between the estimated and simulated parameters was 0.16. This esti-
mation was very stable, i.e. performing 1000 epochs did not change this result.
Of course, convergence depends on the number and variety of examples. This
experiment shows that, if the model used is close to the true input/output rela-
tionship, then the parameters of the aggregation function can be recovered by
regression.

5.2. Comparing MT and ST aggregation based neural networks versus a con-
ventional neural network

In this section, we propose to compare three (fully connected) neural net-
works with the same architecture (same number of layers and neurons per layer).
The first using conventional neurons, i.e. linear aggregation followed by a non-
linear function (here RLU), the second using neurons based on ST aggregation,
and the third using neurons based on MT aggregation. For the conventional
neural network, the last neuron is obviously a linear neuron (no activation func-
tion), while for the ST and MT networks we tested the use of their respective
aggregations, and of a linear aggregation.
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5.2.1. The datasets

We evaluated the different methods on 8 regression problems from [7]. The
databases include the Poker hand dataset, SGEMM GPU kernel performance
Dataset[26], 3D road network dataset[18], SARCOS dataset2, Query Analytics
Workloads Dataset[2, 30], Wave Energy Converters Data Set (WECs), The Ky-
oto Encyclopedia of Genes and Genomes [17] (KEGG) and the Stock dataset 3.
Since the results for all these databases had similar patterns, we only present
the results for the 4 following databases.

SGEMM GPU kernel performance Dataset [26]: This dataset mea-
sures the running time of a matrix-matrix product A*B = C, where all matrices
are 2048 × 2048 in size, using a parameterizable SGEMM GPU kernel with
241600 possible parameter combinations. For each tested combination, 4 runs
were performed and their results are reported in the 4 last columns. All times
were measured in milliseconds. There were 14 parameters, the first 10 were
ordinal and could only take up to 4 powers of two different values, and the last
4 variables were binary. Out of a total of 1327104 parameter combinations, only
241600 were feasible (due to various kernel constraints). This dataset contains
the results of all of these feasible combinations.

Wave Energy Converters Dataset (WECs): This dataset consists of
positions and absorbed power outputs of wave energy converters (WECs) in
four real wave scenarios from the southern coast of Australia (Sydney, Ade-
laide, Perth and Tasmania). This dataset is composed of 72000 data with 48
parameters per data entry.

The Kyoto Encyclopedia of Genes and Genomes [17] (KEGG) is
the primary resource database of the Japanese GenomeNet service 4 for under-
standing higher order functional meanings and utilities of a cell or organism
from its genome information. KEGG consists of the PATHWAY database for
computerized knowledge on molecular interaction networks such as pathways
and complexes. This dataset is composed of 64608 data with 27 parameters per
data entry.

Stock dataset: The data provided are daily stock prices from January 1988
through October 1991 for 10 aerospace companies. This dataset is composed of
59049 data with 9 parameters per data entry.

5.2.2. Experimental settings and network architecture

For each database, we shuffled all the elements and split the database into
five folds. We then trained the neural networks on four folds and tested the
remaining fold. Each network was trained with a decreasing learning rate ini-
tialized at 1e-3 and a step decay down to 1e-5. The networks were trained for
400 epochs with a batch size of 64, and a stochastic gradient descent (SGD)
optimizer. We normalized the input and output data between -1 and 1 using

2http://gaussianprocess.org/gpml/data/
3https://www.openml.org/search?type=data&status=active&id=223
4http://www.genome.ad.jp/

18



x1

x2

x3

xn

...

a
(1)
1

a
(1)
2

a
(1)
3

a
(1)
4

a
(1)
m

...

a
(2)
1

a
(2)
2

a
(2)
3

a
(2)
4

a
(2)
m

...

a
(3)
1

a
(3)
2

a
(3)
3

a
(3)
4

a
(3)
m

...

y

input
layer

hidden layers

output
layer

Figure 3: Architecture of the networks used to perform our experiments.

min max values.
We tested several architectures on all bases, but since the results were all

very close, we decided to show a representative experiment on four bases. The
architecture we used is shown in Figure 3. Each neural network is composed
of five layers: an input layer (green), an output layer (red) and three hidden
layers of m = 128 neurons (blue). The number of inputs (n) depends on the
database used. This choice of architecture is entirely empirical and does not fa-
vor any of the approaches. Better yet, adding more layers does not substantially
change the learning performance of either method. As this architecture is very
simple, it does not require any special regularization (batch normalization[16],
dropout[31], or weight penalty[19]).

To compare the performances of the different architectures, we looked at
the prediction error pattern of the network via the root of mean square error
(RMSE), which is the square root of the mean square deviation between the
predicted output for a given input and its target, i.e. the output associated
with this input in the database.

This variation in the RMSE on the training base highlights the ability of the
equation carried out by the neural network to represent the relationship between
inputs and outputs. The variations in the RMSE on the test base highlight the
ability of the network to generalize what it has learned with the training base
on other data from the same database.
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5.2.3. Results

Figure (4) plots the variations in the RMSE with epochs obtained by learning
with the four databases presented in Section 5.2.1. On each figure, plots with
solid lines correspond to the RMSE obtained with the test base (with label
Te), while plots with dotted lines correspond to the RMSE obtained on the
training base (with label Tr). Blue plots correspond to an ST-based network
with the last neuron also being ST-based (label ST ). Green plots correspond to
an ST-based network with the last neuron being linear (label ST + 1FC). Red
plots correspond to the conventional neural network, with the last neuron being
linear (label FC). Orange plots correspond to an MT-based network with the
last neuron also being MT-based (label MT ). Brown plots correspond to an
MT-based network with the last neuron being linear (label MT + 1FC). The
pink plot corresponds to a hybrid network alternating between an ST layer and
a conventional layer twice in a row.

What can be seen at first on the different plots of Figure (4), and which is the
most surprising result of this study is that, although an aggregation based on
the Sugeno integral was used, the ST neurons could be used to perform regres-
sion learning through a completely conventional regression approach (gradient
descent). The same is true for MT neurons, although this aggregation seems
less suitable and saturates faster due to the winners take all strategy of this ap-
proach (explained in Section 3.6). The second general result is that the ST and
MT networks performed better when the last neuron was a linear aggregation,
which was similar to the results obtained with a conventional neural network.
The third general result is that the overall behavior of the ST network was
comparable on both the training dataset and the test dataset. This shows that
learning using an ST neural network is relevant and efficient prediction may be
achieved. The fourth general result is that ST layers can be perfectly integrated
within a network with fully connected layers. Indeed, if we look at the pink
curves, we can see that the performance is close to that of a conventional neural
network.

In contrast, regarding the data on which we compared the different struc-
tures, the overall results showed faster and more efficient convergence for conven-
tional neurons than for ST neurons. This difference in behavior was considerably
reduced when considering an ST neural network whose last neuron was linear,
and this reduction was further enhanced in the hybrid network.The addition of
a bias, as described in Section 3.5 yields somewhat conflicting results. In 75% of
cases, we observed an improvement compared to a version without bias. Also,
on hybrid architectures, we found relative improvements of 3%, 7%, and 25%
on the stock, wecs, and sgemm databases respectively. Conversely, on the kegg
database, the use of bias reduced performance by 31%.

Concerning the training-validation gap (difference between RMSE with train-
ing and test data), it was much smaller for conventional neural networks and
ST neural networks with a linear output neuron than for the full ST-neuron
based network. In the case of classic neural networks, this phenomenon shows
that, despite a particularly high number of parameters, overfitting is naturally
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regulated by the updating algorithm, i.e. the stochastic gradient, and limited
by the complexity of the task. In the case of ST-neural networks, this requires
further investigation.

Even if the update algorithm is the same for both networks, it does not
apply in the same way. Indeed, regarding conventional networks, the update
algorithm modifies the weights that will be applied to the input data of each
neuron. Regarding the ST network, the update algorithm modifies how the
input data will be positively or negatively updated.

Finally, with regard to MT aggregation, it seems clear that conventional
regression based on the chain rule is not optimal. Very quickly, the neural
network based on MT aggregation is stuck in a local minimum from which
it can no longer escape, despite the last linear layer. This experience in no
way invalidates this approach, but shows that it would be necessary to find an
updating technique more in line with this modeling.
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Figure 4: Variations in RMSE when learning on four datasets according to epochs. Solid
lines correspond to the RMSE obtained with the test base (with label Te) while dotted lines
correspond to the RMSE obtained on the training base (with label Tr). Blue lines correspond
to a network based only on ST neurons (label ST ). Green plots correspond to a network with
ST neurons, but the last neuron is linear (label ST + 1FC). Brown plots correspond to a
network with only MT neurons. Orange plots correspond to a network with MT neurons, and
the last neuron is linear (label MT + 1FC). Red plots correspond to a conventional neural
network. Pink plots correspond to an hybrid network with 2 layers with ST neurons, and 2
layers with linear neurons.
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6. Conclusion and discussion

In this paper we have proposed two signed extensions of the weighted max-
imum approach. The purpose of these extensions is to replace the coupling of
an additive aggregation with a non-linear function, commonly used in neural
networks, by a natively non-linear function. Although the conventional neu-
ron is the succession of a weighted addition performing a balance and a non-
linearity performing a choice, our main proposal consists of reversing this order
by performing the choice first, followed by the additive balance. As a second
proposal, we considered an approach based on the work of Grabisch and Sugeno
in an more ordinal context. We have shown that these approaches combine four
Sugeno integrals w.r.t. a maxitive measure, additively for the ST approach and
maximally for the MT approach.

One of the features of these approaches, which differentiates it from the orig-
inal weighted maximum approach – or even from Sugeno integrals – is that it
does not require the fulfillment of any normalization of the weights used in the
aggregation or of monotonicity. Due to this dual property, it can be used freely
in conventional neural networks without requiring any training modification.
Moreover, this kind of aggregation is in perfect agreement with the aggregative
model generally used in neural networks in the sense that these aggregations
involve the same number of parameters and inputs, contrary to what has been
previously reported when it comes to learning a fuzzy integral. In this approach,
the use of a bias is non-trivial, unlike in the additive case. We have proposed a
method for adding a bias that is consistent with the proposed model. However,
experiments have not convincingly shown that adding a bias improves learn-
ing. In fact, for some databases, it seems to impair learning. This dependence
requires further investigation.

What is surprising, is that this type of approach allows for regressions (i.e.
quantitative learning) while the Sugeno integral is known to be used for mod-
eling qualitative relationships. What we can deduce from our experiments is
that the use of this new aggregator we proposed makes it possible to achieve
learning with performances quite comparable to those achieved with the conven-
tional approach, as far as the ST aggregation is concerned. In the conventional
approach, all of the neurons are non-linear except the last one. We noticed that
by respecting this procedure with the ST or MT neurons, we obtained, as for the
conventional neurons, an increase in performance compared to using the ST or
MT aggregation in the last neuron. This increase in performance is fairly easy
to explain since, in essence, MT and ST neurons cannot create values other than
those present in the threshold and input values. Using additive aggregation at
the end of the process corrects this potential defect.

Speaking of future work, as you will have noticed, this is very preliminary
work which should pave the way to many complementary studies. For example,
it could be particularly interesting to study the approximation power of such
an approach, and the advantage of using ST layers in deep neural networks.
We proposed this study within the regression framework. It will of course be
particularly interesting to study this approach in the classification context, an
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area which is more in line with the very origin of this type of approach.
Based on the interpretation of the negative opinions we have given, it should

be possible to get back to an interpretation of the decision produced by the
network, if the network is not too deep, because otherwise there is a risk of
losing this interpretation because of the plethora of cascading neurons.

Finally, we plan to take a closer look at the MT approach and, more specifi-
cally, its learning process. It seems clear that gradient descent learning does not
really dovetail with this approach. We are considering an alternative approach,
inspired, for example, from the work of Baaj[3].
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