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Abstract

Nowadays, we are witnessing the production of large volumes of data in many appli-
cations domains like social networks, medical monitoring, weather forecasting, biology,
agronomy, earth monitoring, etc. Analyzing this data would help us to extract a lot of
hidden knowledge about the events happened or to be happened in the future. However,
traditional data analytics techniques are not efficient for analyzing such data volumes. A
promising solution for improving the performance of data analytics is to take advantage
of the computing power of distributed systems and parallel frameworks such as Spark.

In this HDR manuscript, I describe my research activities for developing parallel and
distributed techniques to deal with two main data analytics problems: 1) similarity search
over time series; 2) maximally informative k-itemsets mining.

The first problem, i.e., similarity search over time series, is very important for many
applications such as fraud detection in finance, earthquake prediction, plant monitoring,
etc. In order to improve the performance of similarity queries, index construction is one
of the most popular techniques, which has been successfully used in a variety of settings
and applications. In our research activities, we took advantage of parallel and distributed
frameworks such as Spark, and developed efficient solutions for parallel construction of
tree-based and grid-based indexes over large time series datasets. We also developed
efficient algorithms for parallel similarity search over distributed time series datasets using
indexes.

The second problem, i.e., maximally informative k-itemsets mining (miki for short),
is one of the fundamental building bricks for exploring informative patterns in databases.
Efficient miki mining has a high impact on various tasks such as supervised learning,
unsupervised learning or information retrieval, to cite a few. A typical application is
the discovery of discriminative sets of features, based on joint entropy, which allows
distinguishing between different categories of objects. Indeed, with massive amounts of
data, the miki mining is very challenging, due to high number of entropy computations.
An efficient miki mining solution should scale up with the increase in the size of the
itemsets, calling for cutting edge parallel algorithms and high performance computation
of miki. We developed such a parallel solution that makes the discovery of miki from a
very large database (up to Terabytes of data) simple and effective.
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Chapter 1

Introduction

With the advances in the Internet and communication technology, we are witnessing the
production of large volumes of data in many applications domains like the social net-
works, medical monitoring, weather forecasting, biology, agronomy, earth monitoring,
etc. However, the traditional data management and analytics techniques, executed se-
quentially in a single machine, are not efficient for dealing with this data deluge. An
appealing solution for improving the performance of data management and mining tasks
is to take advantage of the computing power of distributed and parallel frameworks such
as MapReduce[19] or Spark [78].

Since my PhD defense, I have worked on topics related to large scale data manage-
ment and analysis. One of these topics is the distributed indexing and similarity search
over large volume of time series [84, 85, 86, 87]. Parallel mining of highly informative
items from big datasets [88, 89, 90] is another problem on which I worked. I have also
worked on privacy preserving query processing in the cloud [91, 92, 93]. Many users and
companies are interested to take advantage of the cloud computing power for managing
their data. However, potentially sensitive data gets at risk of security attacks, e.g., from
employees of the cloud provider. This is why we need new solutions that are able to
protect users privacy, particularly by data encryption, and answer the user queries over
encrypted data. Another problem on which I contributed is load balancing for big data
processing in parallel frameworks [94, 95, 96]. This is an important problem, because
in order to efficiently answer queries over big data in frameworks such as MapReduce
and Spark, we need to balance the load among the participating nodes, otherwise the per-
formance of the parallel system may degrade significantly. I have also worked on top-k
query processing in distributed systems [97, 98, 99]. The results of queries over big data
may be huge, this is why top-k queries are needed to return only a small set of highly
relevant results to the users. Another problem on which I contributed is replication in
distributed systems [100, 101]. Replication is mandatory for the management of large
volume of data in distributed systems, since without replication, we cannot guarantee the
data availability.

In this HDR manuscript, I focus on my recent contributions on data analytics. Par-
ticularly, I present our parallel solutions developed to deal with the following problems:

1



2 1. Introduction

1) similarity search over time series; 2) maximally informative k-itemsets mining. These
problems are important for many applications that need to analyze large volumes of data.
Below, I briefly introduce them.

Nowadays, individuals are able to monitor various indicators for their personal activ-
ities (e.g., through smart-meters or smart-plugs for electricity or water consumption), or
professional activities (e.g., through the sensors installed on plants by farmers). This
results in the production of large and complex data, usually in the form of time se-
ries [64, 60, 59], that challenge knowledge discovery. With such complex and massive
sets of time series, fast and accurate similarity search over time series is a key to per-
form many data mining tasks like shapelets, motifs discovery, classification or cluster-
ing [64]. We have addressed this problem by taking advantage of parallel frameworks
such as Spark.

The second problem is maximally informative k-itemsets mining (miki for short) that
is one of the fundamental building bricks for exploring informative patterns in databases.
Efficient miki mining has high impact on various tasks such as supervised learning [50],
unsupervised learning [32] or information retrieval [37], to cite a few. A typical appli-
cation is the discovery of discriminative sets of features, based on joint entropy [25],
which allows distinguishing between different categories of objects. Indeed, with mas-
sive amounts of data, miki mining is very challenging, due to high number of entropy
computations. An efficient miki mining solution should scale up with the increase in the
size of the itemsets, calling for cutting edge parallel algorithms and high performance
computation of miki.

In Section 1.1, I give an overview of my contributions to deal with these two prob-
lems. The details of the contributions are presented in Chapters 2 to 4. Let me point
out that the research presented in this HDR manuscript was carried out jointly with col-
leagues, and two PhD students, which I co-supervised (see the context of each activity in
its corresponding chapter).

My other contributions related to large scale data management and analysis are briefly
described in Section 1.2.

1.1 Overview of Contributions Presented in Manuscript

1.1.1 Distributed iSAX index for Similarity Search over Time Series

In Chapter 2, we study the problem of similarity search over large scale time series
datasets using parallel indexes. In order to improve the performance of similarity queries,
index construction is one of the most popular techniques [28], which has been success-
fully used in a variety of settings and applications [29, 70, 9, 75, 17, 82].

Unfortunately, building an index, e.g., iSAX [69], over billions of time series by using
traditional centralized approached is highly time consuming. A naive construction of
the index in a parallel environment may lead to poor querying performances. We need
to reach an ideal distribution of index construction and query processing in massively
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distributed environments.
Chapter 2 describes DPiSAX [84, 87], a parallel solution, which we developed to con-

struct iSAX-based index over billions of time series by making the most of the parallel
environment by carefully distributing the work load. Our solution takes advantage of the
computing power of distributed systems by using the Spark parallel framework [79]. We
implemented our index construction solution, and evaluated its performance over large
volumes of data (up to 4 billion time series of length 256, for a total volume of 6 Ter-
abytes). Our experiments illustrate the performance of our index construction algorithm
with an indexing time of less than 2 hours for more than 1 billion time series, while the
baseline centralized algorithm needs more than 5 days.

In addition to the index construction, we developed a parallel query processing algo-
rithm that, given a query, exploits the available nodes of the distributed system to answer
the query in parallel by using the constructed parallel index. As illustrated by our exper-
iments, and owing to our distributed querying strategy, our approach is able to process
10M queries in less than 140 seconds, while the state of the baseline algorithm needs
almost 2300 seconds.

1.1.2 Parallel Discovery of Correlated Time Series Across Sliding
Windows

In Chapter 3, we address the problem of finding highly correlated pairs of time series
across sliding windows. This is an important problem in applications such as seismic
sensor networks, financial trading, or communications network monitoring, to name a
few.

To address this problem, we developed ParCorr [85, 86], an efficient parallel solution
for continuous detection of similar time series across sliding windows. ParCorr uses the
sketch principle [23] for representing the time series. It gives linear speedup over most of
its steps and reduces the quadratic communication time by minimizing both the size and
the number of messages. Our work includes the following contributions:

• A parallel approach for incremental computation of the sketches in sliding win-
dows. This approach avoids the need for recomputing the sketches from scratch,
after the modifications in the content of the sliding window.

• A partitioning approach that projects sketch vectors of time series into subvectors
and builds a distributed grid structure for the subvectors in parallel. Each subvector
projection can be processed in parallel.

• An efficient algorithm for parallel detection of correlated time series candidates
from the distributed grids. In our algorithm, we minimize both the size and the
number of messages needed for candidate detection.
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1.1.3 Parallel Mining of Maximally Informative k-Itemsets in Big
Data

In Chapter 4, we study the problem of maximally informative k-itemsets (miki) mining in
massive datasets, where informativeness is expressed by means of joint entropy and k is
the size of the itemset [36, 49, 81].

To address the miki mining problem, we developed a new parallel solution, namely
Parallel Highly Informative K-itemSet (PHIKS in short) [88, 89, 90], that renders the
discovery of miki from a very large database (up to Terabytes of data) simple and effec-
tive, using parallel frameworks such as MapReduce. It cleverly exploits available data at
each computing node to efficiently calculate the joint entropies of miki candidates. For
more efficiency, we provide PHIKS with optimizing techniques that allow for significant
improvements of the whole process of miki mining. The first technique estimates the
upper bound of a given set of candidates and allows for a high reduction of data com-
munications, by filtering unpromising itemsets without having to perform any additional
scan over the data. The second technique reduces significantly the number of scans over
the local databases of computing nodes, i.e., only one scan per step, by incrementally
computing the joint entropy of candidate features.

PHIKS has been extensively evaluated using massive real-world datasets. Our exper-
imental results show that PHIKS significantly outperforms alternative approaches, and
confirm the effectiveness of our proposal over large databases containing for example one
Terabyte of data.

1.2 Other Contributions
Below, I briefly present other activities, related to large scale data management and anal-
ysis, to which I have contributed since my PhD defense. I have co-supervised 4 PhD
students in these activities.

• Privacy preserving query processing in the cloud [91, 92, 93]. In the context
of Sakina Mahboubi’s PhD thesis, we addressed the problem of privacy preserving
top-k query processing in the cloud. We developed efficient solutions for processing
these queries over encrypted data without decryption the data in the nodes of the
cloud [92, 93]. In the context of a collaboration with the University of California
at Santa Barbara and University of Rennes 1, we developed a differential private
index for privacy preserving evaluation of range queries over encrypted data in the
cloud [91].

• Load balancing for query processing over big data [94, 95, 96]. In the context
of Miguel Liroz’s PhD thesis, we dealt with the problem of load balancing for big
data processing using MapReduce. We proposed efficient solutions for optimal
data placement in the workers of MapReduce [96]. We also proposed a variant of
MapReduce, called FP-Hadoop [95, 94], that automatically balances the load of
reducers by adding a new intermediate phase to MapReduce.
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• Probabilistic data management and analysis [102, 103, 104, 105]. In the con-
text of Naser Ayat’s PhD thesis, we dealt with the problem of entity resolution over
probabilistic and distributed databases. In [104], we addressed the problem of fre-
quent itemset mining over probabilistic data. In [105], we proposed an efficient
solution for evaluating aggregate queries, particularly sum and count, over proba-
bilistic data.

• Top-k query processing in distributed systems [97, 98, 106, 107, 108, 99, 109].
Another topic on which I have contributed is top-k query processing, particularly in
distributed systems. For instance, in [97] we addressed the problem of profile di-
versification queries in large-scale recommendation systems, and proposed a prob-
abilistic diversification approach that relies on top-k processing over inverted lists.
In [109, 99], we dealth with the problem of top-k query processing in P2P systems,
and proposed efficient solutions to return high quality top-k results to users as soon
as possible. In [110, 111, 112], we addressed the problem of distributed processing
of join queries in DHT (distributed hash table) networks.

Replication in P2P systems [100, 101] In the context of Mounir Tlili’s PhD thesis,
we addressed the problem of optimistic replication for collaborative text editing in
Peer-to-Peer (P2P) systems. We proposed a P2P logging and timestamping service,
called P2P-LTR (P2P Logging and Timestamping for Reconciliation) that exploits
a DHT (distributed hash table) for reconciliation. P2P-LTR is based on a service
developed during my PhD thesis, namely Key-based Timestamping Service (KTS)
[113], designed to generate distributed timestamps in DHTs using local counters in
the nodes, and without depending on the participant clocks.





Chapter 2

Parallel Time Series Indexing and
Querying using iSAX Representation

2.1 Introduction
In this chapter, we address the problem of similarity search in massive sets of time series
by means of scalable index construction. Unfortunately, making an index over billions of
time series by using traditional centralized approached is highly time consuming. More-
over, a naive construction of the index on the parallel environment may lead to poor
querying performances. This is illustrated in Figure 2.1 where the time series dataset is
naively split on the W distributed nodes (Figure 2.1). In this case, a batch of queries B
has to be duplicated and sequentially processed on each node. By means of a dedicated
strategy where each query in B could be oriented to the right partition (i.e., the partition
that must correspond to the query), the querying work load can be significantly reduced
(Figure 2.2 shows an ideal case where B is split in W subsets and really processed in
parallel).

Our objective is to reach such an ideal distribution of index construction and query
processing in massively distributed environments. To attain this objective, we developed
DPiSAX [84, 87], a parallel solution, which we developed to construct iSAX-based index
over billions of time series by making the most of the parallel environment by carefully
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Figure 2.1 – Straightforward imple-
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8 2. Parallel Time Series Indexing and Querying using iSAX Representation

distributing the work load. Our solution takes advantage of the computing power of dis-
tributed systems by using parallel frameworks such as MapReduce or Spark [79]. Our
contributions are as follows:

• A parallel index construction algorithm that takes advantage of distributed envi-
ronments to efficiently build iSAX-based indices over very large volumes of time
series. We implemented our index construction algorithm, and evaluated its per-
formance over large volumes of data (up to 4 billion time series of length 256, for
a total volume of 6 Terabytes). Our experiments illustrate the performance of our
algorithm with an indexing time of less than 2 hours for more than 1 billion time
series, while the state of the art centralized algorithm needs more than 5 days.

• A parallel query processing algorithm that, given a query, exploits the available
processors of the distributed system to answer the query in parallel by using the
constructed parallel index. As illustrated by our experiments, and owing to our
distributed querying strategy, our approach is able to process 10M queries in less
than 140 seconds, while the state of the art centralized algorithm needs almost 2300
seconds.

The rest of the chapter is organized as follows. In Section 2.2, we define the problem
we address. In Section 2.3, we describe the details of our parallel index construction and
query processing algorithm. In Section 2.4, we present a detailed experimental evaluation
to verify the effectiveness of our approach. In Section 2.5, we discuss the related work.
We conclude in 2.7.

2.2 Problem Definition and Background

A time series X is a sequence of values X = {x1, ..., xn}. We assume that every time
series has a value at every timestamp t = 1, 2, ..., n. The length of X is denoted by
|X|. Figure 2.3 shows a time series of length 16, which will be used as running example
throughout this chapter.

2.2.1 iSAX Representation
Given two time series X = {x1, ..., xn} and Y = {y1, ..., ym} such that n = m, the
Euclidean distance between X and Y is defined as [29]: ED(X, Y ) =

√∑i=1
n (xi − yi)2.

The Euclidean distance is one of the most straightforward similarity measurement
methods used in time series analysis. In this work, we use it as the distance measure.

For very large time series databases, it is important to estimate the distance between
two time series very quickly. There are several techniques, providing lower bounds by
segmenting time series. Here, we use a popular method, called indexable Symbolic Ag-
gregate approXimation (iSAX) representation [69, 70]. The iSAX representation will be
used to represent time series in our index.
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The iSAX representation extends the SAX representation [54]. This latter representa-
tion is based on the Piecewise Aggregate Approximation (PAA) representation [53] that
allows for dimensionality reduction while providing the important lower bounding prop-
erty as we will show later. The idea of PAA is to have a fixed segment size, and minimize
dimensionality by using the mean values on each segment. Example 1 gives an illustration
of PAA.

Example 1. Figure 2.4 shows the PAA representation of X , the time series of Figure
2.3. The representation is composed of w = |X|/l values, where l is the segment size.
For each segment, the set of values is replaced with their mean. The length of the final
representation w is the number of segments (and, usually, w << |X|).

The SAX representation takes as input the reduced time series obtained using PAA. It
discretizes this representation into a predefined set of symbols, with a given cardinality,
where a symbol is a binary number. Example 2 gives an illustration of the SAX represen-
tation.

Example 2. In Figure 2.5, we have converted the time series X to SAX representation
with size 4, and cardinality 4 using the PAA representation shown in Figure 2.4. We
denote SAX(X) = [11, 10, 01, 01].

The iSAX representation uses a variable cardinality for each symbol of SAX represen-
tation, each symbol is accompanied by a number that denotes its cardinality. We defined
the iSAX representation of time series X as iSAX(X) and we call it the iSAX word of
the time series X . For example, the iSAX word shown in Figure 2.6 can be written as
iSAX(X) = [12, 12, 014, 02].

Using a variable cardinality allows the iSAX representation to be indexable. We can
build a tree index as follows. Given a cardinality b, an iSAX word length w and leaf
capacity th, we produce a set of bw children for the root node, insert the time series to
their corresponding leaf, and gradually split the leaves by increasing the cardinality by
one character if the number of time series in a leaf node rises above the given threshold
th.

Note that previous studies have shown that the iSAX index is robust with respect to
the choice of parameters (word length, cardinality, leaf threshold) [70, 17, 83]. Moreover,
it can also be used to answer queries with the Dynamic Time Warping (DTW) distance,
through the use of the corresponding lower bounding envelope [47].

2.2.2 Similarity Queries
The problem of similarity queries is one of the main problems in time series analysis and
mining. In information retrieval, finding the k nearest neighbors (k-NN) of a query is a
fundamental problem. In this section, we define k nearest neighbors based queries.

Definition 1. (APPROXIMATE k NEAREST NEIGHBORS) Given a set of time series D, a
query time series Q, and ε > 0. We say that R = AppkNN(Q,D) is the approximate
k nearest neighbors of Q from D, if ED(a,Q) ≤ (1 + ε)ED(b,Q), where a is the kth

nearest neighbor from R and b is the true kth nearest neighbor.
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2.2.3 Spark

For implementing our parallel algorithm, we use Spark [79], which is a parallel pro-
gramming framework to efficiently process large datasets. This programming model can
perform analytics with in-memory techniques to overcome disk bottlenecks. Unlike tradi-
tional in-memory systems, the main feature of Spark is its distributed memory abstraction,
called resilient distributed datasets (RDD), that is an efficient and fault-tolerant abstrac-
tion for distributing data in a cluster. With RDD, the data can be easily persisted in main
memory as well as on the hard drive. Spark is designed to support the execution of itera-
tive algorithms.

2.2.4 Problem Definition

The problem we address is as follows. Given a (potentially huge) set of time series, find
the results of approximate k-NN queries as presented in definition 1, by means of an index
and query processing performed in parallel.

2.3 Distributed Partitioned iSAX

In this section, we present a novel parallel partitioned index construction algorithm, called
DPiSAX, along with very fast parallel query processing techniques.

Our approach is based on a sampling phase that allows anticipating the distribution of
time series among the computing nodes. Such anticipation is mandatory for an efficient
query processing, since it will allow, later on, to decide what partition contains the time
series that actually correspond to the query. To do so, we first extract a sample from the
time series dataset, and analyze it in order to decide how to distribute the time series in
the splits, according to their iSAX representation.

2.3.1 Sampling

In Distributed Partitioned iSAX, our index construction combines two main phases which
are executed one after the other. First, the algorithm starts by sampling the time series
dataset and creates a partitioning table. Then, the time series are partitioned into groups
using the partitioning table. Finally, each group is processed to create an iSAX index for
each partition.

More formally, our sampling is done as follows. Given a number of partitions P and
a time series dataset D, the algorithm takes S sample time series of size L from D using
stratified sampling, and distributes them among the W available workers. Each worker
takes S/W time series and emits its iSAX words SWs = {iSAX(tsi), i = 1, ..., L}.
The master collects all the workers’ iSAX words and performs the partitioning algorithm
accordingly. In the following, we describe the partitioning method that enables separating
the dataset into non-overlapping subsets based on iSAX representations.
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Table 2.1 – A sample S of 8 time series converted to iSAX representations with iSAX
words of length 2

Time series iSAX words Time series iSAX words
TS1 {01, 00} TS5 {00, 10}
TS2 {00, 01} TS6 {01, 11}
TS3 {01, 01} TS7 {10, 00}
TS4 {00, 00} TS8 {10, 01}
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Figure 2.8 – Partitioning according to DPiSAX.
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Figure 2.9 – DPiSAX indexes after partitioning and indexing. The partitioning principle
of DPiSAX allows better balance.

Figure 2.10 – The result of the partitioning algorithm on sample S (from Table 2.1) into
four partitions.
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2.3.2 Partitioning Algorithm

Here, our partitioning paradigm considers the splitting power of each bit in the iSAX
symbols, before actually splitting the partition. As in the basic approach, the biggest
partition is considered for splitting at each step of the partitioning process. The main
difference is that we don’t use the first bit of the nth symbol for splitting the partition.
Instead, we look for all bits (whatever the symbol) with the highest probability to equally
distribute the time series of the partition among the two new sub-partitions that will be
created. To this effect, we compute for each segment the µ ± σ interval, where µ is the
mean and σ is the standard deviation, and we examine for each segment if the break-point
of the additional bit (i.e., the bit used to generate the two new partitions) lies within the
interval µ ± σ. From the segments for which this is true, we choose the one having µ
closer to the break-point.

In order to illustrate this, let us consider the blue boxes of the diagrams in Figure 2.9.
We choose the biggest blue box that ensures the best splitting by considering the next
break-point.

Example 3. Let’s consider Table 2.1, where we use iSAX words of length two to represent
the time series of a sample S. Suppose that we need to generate four partitions. To
generate four partitions, we compute the µ ± σ interval for the first segment and the
second segment, and choose the first bit of the second segment to define two partitions.
The first partition contains all the time series having their second segment in iSAX word
starting with 0, and the second partition contains the time series having their second
segment in iSAX word starting with 1. We obtain two partitions: "0" and "1". The biggest
partition is "0" (i.e., the one containing time series TS1 to TS4, TS7 and TS8). We
compute the µ±σ interval for all segments over all the time series in this partition. Then,
the partition is split again, according to the first bit of the first symbol. We now have the
following partitions: from the first step, partition "1", and from the second step, partitions
"00", and "10". Now, partition "00" is the biggest one. This partition is split for the third
time, according to the second bit of the first symbol and we obtain four partitions. Figure
2.8 shows the obtained partitions and Figure 2.9 shows the indexes obtained with these
partitions.

2.3.3 Index Construction

DPiSAX, our parallel index construction, sequentially splits the dataset for distribution
into partitions. Then each worker builds an independent iSAX index on its partition,
with the iSAX representations having the highest possible cardinalities. Representing
each time series with iSAX words of high cardinalities allows us to decide later what
cardinality is really needed, by navigating "on the fly" between cardinalities. The word of
lower cardinality being obtained by removing the trailing bits of each symbol in the word
of higher cardinality. The output of this phase, with a cluster of W nodes, is a set of W
iSAX indexes built on each split.



14 2. Parallel Time Series Indexing and Querying using iSAX Representation

Table 2.2 – Default parameters

Parameters Value Parameters Value
iSAX word length 8 Leaf capacity 1,000
Basic cardinality 2 Number of machines 32
Maximum cardinality 512 Sampling fraction 10%

2.3.4 Query Processing

Given a collection of queries Q, in the form of time series, and the index constructed in
the previous section for a database D, we consider the problem of finding time series that
are similar to Q in D, as presented in definition 1.

Given a batch B of queries, the master node identifies the right partition where the
index is stored and sends the corresponding query by using its iSAX words. Then, each
query is sent to the partition that has the same iSAX word as the query. Each worker uses
its local index to retrieve time series that correspond to each query Q ∈ B, according
to the approximate k-NN criteria. On each local index, the approximate search is done
by traversing the local index to the terminal node that has the same iSAX representation
as the query. The target terminal node contains at least one and at most th iSAX words,
where th is the leaf threshold. A main memory sequential scan over these iSAX words is
performed in order to obtain the k nearest neighbors using the Euclidean distance.

2.4 Performance Evaluation

In this section, we report experimental results that show the performance of DPiSAX for
indexing time series.

The parallel experimental evaluation was conducted on a cluster of 32 machines, each
operated by Linux, with 64 Gigabytes of main memory, Intel Xeon CPU with 8 cores and
250 Gigabytes hard disk. The iSAX2+ approach was executed on a single machine with
the same characteristics.

We compare our solution to two state-of-the-art baselines: the most efficient central-
ized version of iSAX index (i.e., iSAX2+ [17]), and Parallel Linear Search (PLS), which
is a parallel version of the UCR Suite fast sequential search (with all applicable optimiza-
tions in our context: no computation of square root, and early abandoning) [64].

The presentation of our experiments is divided into two sections. In Section 2.4.2,
we measure the index construction times with different parameters. In Section 2.4.3, we
focus on the query performance of our approach.

Reproductibility: we implemented our approach on top of Apache-Spark [79], using
the Java programming language. The iSAX2+ index is also implemented with Java 1.

1Our code is available at http://djameledine-yagoubi.info/projects/
DPiSAXShort/.

http://djameledine-yagoubi.info/projects/DPiSAXShort/
http://djameledine-yagoubi.info/projects/DPiSAXShort/
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2.4.1 Datasets and Settings

We carried out our experiments on two real world and synthetic datasets, up to 6 Terabytes
and 4 billion series. The first real world data represents seismic time series collected
from the IRIS Seismic Data Access repository 2. After preprocessing, it contains 40
millions time series of 256 values, for a total size of 150Gb. The second real world data
is the TexMex corpus [45]. It contains 1 Billion time series (SIFT feature vectors) of 128
points each (derived from 1 Billion images). Our synthetic datasets are generated using
a Random Walk principle, each data series consisting of 256 points. At each time point
the generator draws a random number from a Gaussian distribution N(0,1), then adds
the value of the last number to the new number. This type of generator has been widely
used in the past. [29, 9, 69, 16, 17, 82]. Table 2.2 shows the default parameters (unless
otherwise specified in the text) used for each approach. The iSAX word length, PAA size,
leaf capacity, basic cardinality, and maximum cardinality were chosen to be optimal for
iSAX, which previous works [69, 70, 16, 17, 82] have shown to work well across data
with very different characteristics.

2.4.2 Index Construction Time

In this section, we measure the index construction time in DPiSAX and compare it to the
construction time of the iSAX2+ index.

Figure 2.11 reports the index construction times for all approaches on our Random
Walk dataset. The index construction time increases with the number of time series for all
approaches. This time is much lower in the case of DPiSAX, than that of the centralized
iSAX2+. On 32 machines, and for a dataset of one billion time series, DPiSAX builds
the index in 65 minutes , while the iSAX2+ index is built in more than 5 days on a single
node.

Figure 2.12 illustrates the parallel speed-up of our approach on the Random Walk
dataset. The results show a near optimal gain for DPiSAX.

Figure 2.13 reports the performance gains of our parallel approach when compared to
the centralized version of iSAX2+ on our synthetic and real datasets. The results show
that DPiSAX is 40-120 times faster than iSAX2+. We observe that the performance
gain depends on the dataset size in relation to the number of Spark nodes used in the
deployment. Note that the time Spark needs to deploy on 32 nodes is accounted for in
our measurements. Thus, given the very short time needed to construct the DPiSAX
index on the seismic dataset (420 seconds), the proportion of the time taken by the Spark
deployment, when compared to index construction, is higher than for the much larger
Random Walk dataset.

2http://ds.iris.edu/data/access/

http://ds.iris.edu/data/access/
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Figure 2.11 – Logarithmic scale. Construction time as a function of dataset size.
DPiSAX is run on a cluster of 32 nodes. iSAX2+ is run on a single node. With 1 bil-
lion Random Walk TS, iSAX2+ needs 5 days and our distributed algorithm needs less
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Figure 2.14 – Cumulative query answering time (Approximate 10-NN). DPiSAX on a
cluster of 32 nodes, iSAX2+ on a single node.

2.4.3 Query Performance
We evaluate the querying performance of our algorithm, and compare it to that of iSAX2+.
We use our synthetic data, and generate Random Walk queries with the same distribution
as described in Section 2.4.1.

Figure 2.14 compares the cumulative query answering time of our parallel approach
to that of iSAX2+, for answering approximate k nearest neighbors queries with a varying
size of query batch. We observe that the time performance of DPiSAX is better than that
of the iSAX2+ by a factor of up to 16. Note that the total time to answer 10 millions
queries is 2270 sec for iSAX2+ and only 138 sec for DPiSAX.

2.5 Related Work
In the context of time series data mining, several techniques have been developed and
applied to time series data, e.g., clustering, classification, outlier detection, pattern iden-
tification, motif discovery, and others. The idea of indexing time series is relevant to all
these techniques. Note that, even though several databases have been developed for the
management of time series (such as Informix Time Series3, InfluxDB4, OpenTSDB5, and
DalmatinerDB6 based on RIAK), they do not include similarity search indexes, focusing
on (temporal) SQL-like query workloads. Thus, they cannot efficiently support similarity
search queries, which is the focus of our study.

In order to speed up similarity search, different works have studied the problem of
indexing time series datasets, such as Indexable Symbolic Aggregate approXimation
(iSAX) [69, 70], iSAX 2.0 [16, 17], iSAX2+ [17], Adaptive Data Series Index (ADS
Index) [82] and Dynamic Splitting Tree (DSTree) [75]. The iSAX index family (iSAX
2.0, iSAX2+, ADS Index) is based on SAX representation [54] of time series, which is a

3https://www.ibm.com/developerworks/topics/timeseries
4https://influxdata.com/
5http://opentsdb.net/
6https://dalmatiner.io/
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symbolic representation for time series that segments all time series into equi-length seg-
ments and symbolizes the mean value of each segment. As an index structure specifically
designed for ultra-large collections of time series, iSAX 2.0 proposes a new mechanism
and also algorithms for efficient bulk loading and node splitting policy, wich is not sup-
ported by iSAX index. In [17], the authors propose two extensions of iSAX 2.0, namely
iSAX 2.0 Clustered and iSAX2+. These extensions focus on the efficient handling of the
raw time series data during the bulk loading process, by using a technique that uses main
memory buffers to group and route similar time series together down the tree, performing
the insertion in a lazy manner. In addition to that, DSTree based on extension of APCA
representation, called EAPCA [75] segments time series into variable length segment.
Unlike iSAX which only supports horizontal splitting, and only the mean values can be
used in splitting, the DSTree uses multiple splitting strategies. All these indexes have
been developed for a centralized environment, and cannot scale up to very high volumes
of time series.

In this work, we proposed a parallel solution that takes advantage of distributed envi-
ronments to efficiently build iSAX-based indices over billions of time series, and to query
them in parallel with very small running times. To the best of our knowledge, this is the
first chapter that proposes such a solution.

2.6 Context of the work
The work on DPiSAX has been done in the context of Djamel-Edine Yagoubi’ PhD thesis
co-supervised by me and Florent Masseglia from INRIA Zenith team and Themis Pal-
panas from Université Paris-Descartes.

2.7 Conclusion
In this chapter, I described DPiSAX, our efficient parallel solution to index and query
billions of time series. We evaluated the performance of our solution over large volumes
of real world and synthetic datasets (up to 4 billion time series, for a total volume of
6TBs). The experimental results illustrate the excellent performance of DPiSAX (e.g.,
an indexing time of less than 2 hours for more than one billion time series, while the
state of the art centralized algorithm needs several days). The results also show that the
distributed querying algorithm of DPiSAX is able to process millions of similarity queries
over collections of billions of time series with very fast execution times (e.g., 140s for
10M queries), thanks to our load balancing mechanism. Overall, the experimental results
show that by using our parallel technique, the indexing and mining of very large volumes
of time series can now be done in very small execution times, which are impossible to
achieve using traditional centralized approaches.



Chapter 3

Parallel Method to Identify Similar
Time Series Across Sliding Windows

In this chapter, we study the problem of finding highly correlated pairs of time series
across multiple sliding windows. Doing this efficiently and in parallel could help in appli-
cations such as sensor fusion, financial trading, or communications network monitoring,
to name a few.

An easy-to-understand motivating use case for finding sliding windows correlation
comes from finance. In that application, the time series consist of prices of trades of
different stocks. The problem is to find pairs of stocks whose return profiles look similar
over the most recent time period (typically, a few seconds). A pair of time series (e.g.,
Google and Apple prices) that were similar before and have since diverged, where say
Google went up more than Apple, might present a trading opportunity: sell the one that
has gone up relative to the other and buy the other one. The return profile is based on
the weighted average price (by volume) of the stock over time t (perhaps discretized in
milliseconds), denoted wprice(t). The return at t is the fractional change, (wprice(t) −
wprice(t− 1))/wprice(t− 1).

While prices are stable over time (e.g., a stock whose price is 100 will tend to stay
around 100), the returns resemble white noise. We call such time series “uncooperative”,
because standard dimensionality reduction techniques such as Fourier or Wavelet Trans-
forms either sacrifice too much accuracy or reduce the dimensionality too little. Random
sketch-based methods and some other explicit encoding methods work well for both coop-
erative and uncooperative time series. Moreover, the sketch-based methods work nearly
as well as Fourier/Wavelet methods for cooperative time series. So, for the sake of gen-
erality, this chapter uses the sketch method of [23], and compares the result with the
state-of-the-art explicit encoding method iSax [18].

The need for speed comes from increasing scale and the advantage of reacting quickly.
An irony of improving technology is that sensor speeds and numbers increase vastly faster
than computational speed. For this reason, linear or near linear-time algorithms become
increasingly vital to give timely responses in the face of the flood of data. In most appli-
cations, speed turns out to be of greater importance than completeness, so a minor loss

19
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in recall is often acceptable as long as precision is high. In trading, for example, there is
only a fictitious monetary loss in missing an opportunity, but the opportunities a system
reports should be real and must be timely to be actionable.

Another motivating example is the sensor fusion for earth science. Correlations of
distant sensors in seismic data may indicate a large scale event. Consider, for example,
a set of sensors spaced over several possible earthquake zones. Temporal correlations of
pairs of sensors over a time window may suggest that these pairs are responding to the
same seismic cause. Missing some correlations is acceptable, because a major event will
reveal many correlations so a recall of 90% or more is quite enough.

We addressed the problem of finding correlated pairs of time series across sliding win-
dows by developing ParCorr [85, 86], an efficient parallel solution that uses the sketch
principle for representing the time series. Our solution includes the following contribu-
tions:

• A parallel approach for incremental computation of the sketches in sliding win-
dows. This approach avoids the need for recomputing the sketches from scratch,
after the modifications in the content of the sliding window.

• A partitioning approach that projects sketch vectors of time series into subvectors
and builds a distributed grid structure for the subvectors in parallel. Each subvector
projection can be processed in parallel.

• An efficient algorithm for parallel detection of correlated time series candidates
from the distributed grids. In our algorithm, we minimize both the size and the
number of messages needed for candidate detection.

The rest of this chapter is organized as follows. Section 3.1 defines the problem. The
details of ParCorr are presented in Section 3.2. In Section 3.3, we present a performance
evaluation of ParCorr through experiments in a distributed environment using real and
synthetics datasets. Section 3.5 presents the context of this work, and Section 3.6 con-
cludes.

3.1 Problem Definition

A streaming time series is a potentially unending series of values in time order. A data
stream, for our purposes, is a set of streaming time series. They are normalized to have
zero mean and unit standard deviation. Correlation over windows from the same or dif-
ferent series has many variants. This work focuses on the synchronous variation, defined
as follows:

Given a data stream of Ns streaming time series, a start time ps, and a window size w,
find, for each time windowW of size w, all pairs of streaming time series ts1 and ts2 such
that ts1 during time window W is highly correlated (over 0.7 typically) with ts2 during
the same time window.
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Euclidean distance is the target metric of the state of the art iSAX algorithm. In
addition, Euclidean distance is related to Pearson correlation as follows:

D2(x̂, ŷ) = 2×m× (1− corr(x, y)) (3.1)

Here x̂ and ŷ are obtained from the raw time series by computing x̂ = x−avg(x)
σx

, where

σx =
√∑m

i=1(xi − avg(x))2. m is the length of the time series. So, we offer parallel
algorithms for both sliding window Euclidean and correlation metrics in this work.

3.2 Algorithmic Approach

Following [23], our basic approach to find similar pairs of sliding windows in time series
(whether Euclidean distance or Pearson correlation, for starters) is to compute the dot
product of each normalized time series over a window sizew with a set of random vectors.
That is, for each time series ti and window size w and time period k..(k + w − 1), we
compute the dot product of ti[k..k+w−1] with r random (−1/+1) vectors of sizew. The
r dot products thus computed constitute the “sketch” of ti at time period k..(k + w − 1).
Next we compare the sketches of the various time series to see which ones are close in
sketch space (if w >> r, which is often the case, this is cheaper than working directly on
the time series) and then identify those close ones.

The theoretical underpinning of the use of sketches is given by the Johnson-Lindenstrauss
lemma [46].

Lemma 1. Given a collection C of m time series with length n, for any two time series
−→x ,−→y ∈ C, if ε < 1/2 and n = 9logm

ε2 , then

(1− ε) ≤ ‖
−→s (−→x )−−→s (−→y ) ‖2

‖ −→x −−→y ‖2 ≤ (1 + ε)

holds with probability 1/2, where−→s (−→x ) is the Gaussian sketch of−→x of at least n dimen-
sions.

The Johnson-Lindenstrauss lemma implies that the distance ‖sketch(ti)−sketch(tj)‖
is a good appproximation of ‖ti − tj‖. Specifically, if ‖sketch(ti) − sketch(tj)‖ <
‖sketch(tk)− sketch(tm)‖, then it’s very likely that ‖ti − tj‖ < ‖tk − tm‖.

The sketch approach, as developed by Kushilevitz et al. [51], Indyk et al. [44], and
Achlioptas [5] makes use of these guarantees. Note that the sketch approach is closely
related to Locality Sensitive Hashing [35], by which similar items are hashed to the same
buckets with high probability. In particular, the sketch approach is very similar in spirit
to SimHash [22], in which the vectors of data items are hashed based on their angles with
random vectors. The major contribution of our work consists of combining an incremental
strategy with a parallel mixing algorithm and an efficient communication strategy.
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3.2.1 The case of sliding windows
In the case of sliding windows, we want to find the most similar time series pairs at jumps
of a basic window b, e.g., for windows in time ranges 0 to w − 1 seconds, b to b+ w − 1
seconds, 2b..2b+ w − 1, ... where b << w.

There are two main challenges:
1. If we compute the sketches from scratch at each basic window, we are doing some

redundant computation. We call that the naive method. Instead, we want to compute the
sketches incrementally and in parallel.

2. When scaling this to a parallel system, we want to reduce communication costs
as much as possible. We need to develop good strategies for this as communication is
quadratic in the number of execution nodes, so constant coefficients matter.

3.2.2 Parallel incremental computation of sketches
To explain the incremental algorithm consider the example of Figure 3.1. The sketch for
random vector v1 is the dot product of the time series with v1, i.e., 1 × (−1) + 2 × 1 +
...+ 4× (−1) = 4.

Now if the basic window is of size 2, as illustrated by the “outdated” and “incoming”
boxes of Figure 3.1, then we add the next two points of the time series (in this case having
values (2, 1) and generate two more random +/- 1 numbers for each random vector, in this
case (−1,−1) for v1 and (−1, 1) for v2. To update the dot product for v1 we subtract the
contribution of the oldest two time points, viz. 1 × (−1) + 2 × 1 = 1, and add in the
contribution of 2×(−1)+(1×−1) = −3 yielding a new sketch entry of 4−1+(−3) = 0.
That illustrates the idea of incremental updating.

In general, the algorithm proceeds as following:

1. Partition time series among parallel sites. Replicate r random +1/-1 vectors each
of size w to all sites. These random vectors will later be updated in a replicated
fashion.

2. For each site,

(a) Initially, take the first w data points of each time series at that site and form the
dot product with all r random vectors. So each time series twill be represented
by r dot products. They constitute sketch(t).

(b) while data comes in, when data for the ith basic window of size b appears for
all time series, extend each random vector by a new random +1/-1 vector of
size b. Then for each time series t and random vector v, update the dot product
of t with v by subtracting v[0..b− 1] · t[(i− 1)b−w...ib−w− 1] and adding
v[w..w+ b− 1] · t[(i− 1)b..ib− 1]. Change the sketch(t) with all the updated
dot products.



3.2 Algorithmic Approach 23

Figure 3.1 – A streaming time series, two random vectors, and the sketches that cor-
respond to their dot product before and after the update on the data stream. The first
sketch of the time series is computed on the six first values, and the second sketch is
computed on the six last values. After the update, the “outdated” values are removed and
the “incoming” ones are added to the streaming time series, so the work is proportional
to the size of the basic window rather than the full window.

This step has time complexity proportional to the number of time series × size of
basic windows × the number of random vectors. It is perfectly parallelizable.

Step 1 calls for parallel updates of the local random vectors on each site. It is manda-
tory that all the sites share the same random vectors. A possible approach would be for the
master node, after the completion of each new sliding window, to generate new vectors
of +/- 1 having the basic window size, and send them to the sites. This takes little time
but is awkward to do in Spark. Our approach is therefore to generate and send oversized
random vectors (say, twice the size of the sliding window) at setup time. A site then just
has to loop inside the (oversized) random vector, simulating an endless source of +/- 1
values that are the same for all the sites.

3.2.3 Parallel mixing

Once the sketch vectors have been constructed incrementally, the next step is to find
sketch vector pairs that are close to one another. Such pairs might then indicate that their
corresponding time series are highly correlated (or similar based on some other distance
metric).

Multi-dimensional search structures do not work well for more than four dimensions
in practice [68]. For this reason, as indicated in the following example, we adopt a frame-
work that partitions each sketch vector into subvectors and builds grid structures for the
subvectors.

We first explain how this works by example and then show the pseudo-code.

Example 1. Suppose we have seven time series with sketch values as shown in Table
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3.1.

Table 3.1 – A sample S of 7 time series with sketch values of length 6

time series sketch values
sketch(ts1) (11, 12, 23, 24, 15, 16)
sketch(ts2) (11, 12, 13, 14, 15, 16)
sketch(ts3) (21, 22, 13, 14, 25, 26)
sketch(ts4) (21, 22, 13, 14, 25, 26)
sketch(ts5) (11, 12, 33, 34, 25, 26)
sketch(ts6) (31, 32, 33, 34, 15, 16)
sketch(ts7) (21, 22, 33, 34, 15, 16)

First, we partition these into pairs and send the values [0 1] of each sketch vector to
site 1 (Table 3.2) where this will be formed into a grid (and the time series identifiers
will be placed in cells (i,j), e.g., (31,32)). Analogously, we send partitions [2 3] and [4 5]
of each sketch vector to sites 2 and 3 respectively, where the second and third grids will
be formed. In the first grid, ts1, ts2, and ts5 map to the same grid cell; ts6 is by itself;
and ts3, ts4, and ts7 all map to the same cell (Table 3.3). Thus, in grid 1 we have three
partitions of time series identifiers. If two time series are in the same partition, then they
are candidates for similarity.

Table 3.2 – Step 1 of the algorithm: sketch partitioning. Each sketch vector is partitioned
into three pairs. The ith pair of the sketch vector for each time series s goes to a grid i.
The values of the ith pair determine where in that grid the identifer s is placed.

sketch subvectors
[0 1] [2 3] [4 5]

sketch(ts1)
sketch(ts2)
sketch(ts3)
sketch(ts4)
sketch(ts5)
sketch(ts6)
sketch(ts7)

(11, 12)
(11, 12)
(21, 22)
(21, 22)
(11, 12)
(31, 32)
(21, 22)

(23, 24)
(13, 14)
(13, 14)
(13, 14)
(33, 34)
(33, 34)
(33, 34)

(15, 16)
(15, 16)
(25, 26)
(25, 26)
(25, 26)
(15, 16)
(15, 16)

assigned to grid / at site
1 2 3

Now, we construct a mapping ts_to_node that maps time series identifiers to nodes
(for now, think of each node as a single computational site, but one could imagine placing
many nodes on a single site or spreading a node among many sites). For this example, let
us say ts_to_node is the identity function. So we send the relevant parts of the partition
ts1, ts2, ts5 to nodes 1, 2, and 5. Similarly, we send the relevant parts of ts3, ts4, and ts7 to
nodes 3, 4, and 7. And so on (Table 3.4). Assuming the “opt” communication strategy (see
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Table 3.3 – Step 2 of the algorithm: grid construction. Time series placed in the same
grid cells are grouped in partitions.

grid cell time series IDs

1
(11, 12) ts1, ts2, ts5
(21, 22) ts3, ts4, ts7
(31, 32) ts6

2
(13, 14) ts2, ts3, ts4
(23, 24) ts1
(33, 34) ts5, ts6, ts7

3
(15, 16) ts1, ts2, ts6, ts7
(25, 26) ts3, ts4, ts5

Table 3.4 – Steps 4 and 5 of the algorithm: finding frequently collocated pairs (in the
example, at least 2 out of 3 grids).

node TS clusters candidate pairs
f ≥ 2/3

ts_to_node(ts1)
ts1, ts2, ts5
ts1, ts2, ts6, ts7

ts1, ts2

ts_to_node(ts2)
ts2, ts5
ts2, ts3, ts4
ts2, ts6, ts7

ts_to_node(ts3)
ts3, ts4, ts7
ts3, ts4
ts3, ts4, ts5

ts3, ts4

ts_to_node(ts4)
ts4, ts7
ts4, ts5

ts_to_node(ts5) ts5, ts6, ts7

ts_to_node(ts6)
ts6, ts7
ts6, ts7

ts6, ts7

next subsection), the relevant part of a partition with respect to a time series t consists of
t itself and the time series with identifiers higher than t. We call that a “candidate cluster
of time series”. We ignore clusters with just one element, as pairs cannot be derived out
of them.

Let us say we require that some fraction f of the grids should put two time series
in the same grid cell for us to be willing to consider that pair of time series to be worth
checking in detail. For this example, set f to 2/3 (Figure 3.2).

Each node takes care of those time series that map to that node. So for example, node
1 shows that ts1 and ts2 satisfy the requirement. Node 2 shows nothing new concerning
ts2. Node 3 shows that ts3 and ts4 satisfy the requirement. Node 4 and node 5 show noth-
ing new concerning ts4 and ts5 respectively. Node 6 shows that ts6 and ts7 satisfy the
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Figure 3.2 – Two series (s1 and s2) may be similar in some dimensions (here, illus-
trated by Grid1) and dissimilar in other dimensions (Grid2). If the series are close in a
large fraction of the grids, they are likely to be similar. So, if that fraction exceeds some
threshold f (2/3 in the toy example), then the algorithm checks for explicit correlation.

requirement. Node 7 shows nothing new (in fact the last node will never show anything
new, so need not be considered). All those that satisfy the requirement can be tested for
direct correlation. In this example, this would entail computing correlations on the last
windows of length w of ts1 and ts2; ts3 and ts4; and ts6 and ts7 (Table 3.4).

Generalizing from this example, the algorithm proceeds as follows::

1. Partition the sketch vectors, which all have length r, into groups of size k (e.g., if r
is 60 and k is 2, then the partition would be 0,1, 2,3, 4,5, ..., 58,59 and we would
take indexes 0 and 1 of each sketch vector and put it in the first partition. So each
partition would consist of N mini-vectors of size 2 each.).

2. Each site computes a grid and puts time series identifiers in grid cell (Table 3.3).
So, for each site s,

(a) for each time series t, place the identifier of t in a grid cell corresponding to
sketch(t)[Is], where Is are the indexes assigned to site s.

(b) Next form a partition of the time series identifiers such that each member of
the partition corresponds to a non-empty grid cell. So, two time series t1 and
t2 will fall into the same partition if sketch(t1)[Is] maps to the same grid cell
as sketch(t2)[Is]. Denote the partitioning induced by this grid search on site s
as partitioning(s).

(c) Each element of the partition p in partitioning(s) represents a set of time series.
If we sort them by their id, then p can represent ts_p_1, ts_p_2, ....

3. We estimate that two time series are close if they are in the same grid cells in
a fraction f of the grids. (The parameter f is determined by a calibration step
that in turn depends on the desired correlation threshold, as we will explain in the
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experimental section.) We start by constructing “candidate clusters of time series”
based on each grid.

4. Send each candidate cluster of time series identifier to every node corresponding
to the time series in that cluster (Table 3.4). Call the mapping function between
time series ids and nodes ts_to_node, to be defined as the “opt” strategy in the next
subsection ( For this discussion, we assume that ts_to_node is 1 to 1. If not, then
if a node has say the time series groups corresponding to i1, i2, and i3, then keep
those groups separate.)

5. At each destination node, two time series are candidates for explicit analysis if they
are in the same grid cell for some fraction f of the grids (Table 3.4). If so, compute
the Pearson correlation on those two time series.

3.2.4 Communication strategies for detecting correlated candidates
Step 4 of the above algorithm requires the communication of information about each
pair (ti, tj) to one node of the system where its grid score (i.e., the number of grids in
which the two time series are in the same cell) is computed. This communication may be
done using different strategies, which in turn can have a large impact on the performance
of our approach. This should come as no surprise: parallel approaches often require an
optimization of communication. We compare three strategies for communicating the pairs
of each grid cell:

• All pairs communication (basic): In this strategy, for each cell c that contains
|count(c)| time series, all pairs (ti, tj) are generated and sent to a reducer using the
pair as key (in the pair, we assume i < j). This ensures that all information about a
pair will be sent to one reducer where its grid score can be compared with threshold
f . This is the straightforward approach and will be denoted as “basic” in the rest of
this chapter.

• All time series to each responsible reducer (semi-opt): In this strategy, for each
time series t there is a reducer rt that is responsible for detecting the candidate
time series that are correlated to t. Given a grid cell c, for each time series t ∈
contents(c), all time series of c are sent to rt. If, among the time series that rt
receives, the number of occurrences of a time series t′ is more than the threshold
f , then the pair (t, t′) is considered as a candidate pair. This is the semi-optimized
(semi-opt in the rest of this chapter) strategy.

• Part of time series to each responsible reducer (opt): In this strategy (embodied
in step 4 of the algorithm of the previous sub-section), as in the previous strategy,
for each time series t there is a reducer rt that is responsible for detecting the time
series that are potentially correlated to t. But here, only some of time series of
the cell are sent to rt. Let’s assume a total order on the ids of the time series, say
t1 < t2 < . . . < tn. Given a grid cell contents(c) = {t1, . . . , ts}, for each time



28 3. Parallel Method to Identify Similar Time Series Across Sliding Windows

series t ∈ contents(c), the time series with ids higher than that of t are sent to
rt. The idea behind this strategy is that for a potential candidate pair (ti, tj), we
need only to count its occurrences in the one with the lower identifier (i) of the time
series, not in both of them. As explained in the following analysis, this strategy
requires the least amount of communication and is denoted “opt” in the rest of this
chapter.

Below, we analyze the communication cost of the three strategies in terms of the size and
the number of messages to be communicated for each cell. In the “basic” strategy, for
the contents of each cell contents(c) = {t1, . . . , ts}, all pairs (ti, tj) are generated and
sent to the reducers. Thus, the number of messages for the cell c is equal to count(c) ×
(count(c)− 1)/2. The size of each message is 2, so the size of data transferred for cell c
is count(c)× (count(c)− 1). Note that in a distributed system, the number of messages
is the principal factor for measuring communication cost of the algorithms. Thus, this
approach does not have a good communication cost, as the number of messages for a cell
c is O(count(c)2).

In the “semi-opt” strategy, for each cell c, the node containing each grid communicates
(count(c)− 1) time series to the node that must compute the grid score. This means that
the number of sent messages is count(c), and the total size of the communicated data
is count(c) × count(c) − 1 time series ids per grid cell. In this strategy the number of
messages is O(count(c)) which is much better than the basic strategy.

In the last strategy, i.e., “opt”, for each cell contents(c) = {t1, . . . , ts}, we commu-
nicate count(c) messages per grid cell, i.e., one message to each node that is responsible
for a time series in contents(c). The size of the message depends on the id of the time
series. Let t1, . . . , ts be the order of the time series ids. Then, we send {t2, . . . , ts} to
rt1 , {t3, . . . , ts} to rt2 , etc. Therefore the total size of communicated data for cell c is
(count(c)− 1) + (count(c)− 2) + . . . + 1 = count(c)× (count(c)− 1)/2. This strategy
sends the same number of messages as “semi-opt” (i.e., O(count(c))) for each cell, but
the size of communicated data is smaller. Our experiments illustrate the benefits of this
reduction in size.

3.2.5 Complexity analysis of parallel mixing
Let us analyze the time and space needed by our approach to perform parallel mixing.

The redistribution in Step 1 is proportional to the number of time series times the
number of random vectors (because the number of random vectors equals the size of each
sketch vector). Note that it is independent of the size of the window. This step is very
well parallelizable at the level of nodes and linear in the number of time series. Step 2
(inserting into grids) is linear in the number of time series, cheaper than Step 1.

The dominant time of our approach is that of Steps 3 and 4 in which the responsible
node of each grid constructs the candidate clusters of time series, and sends them to the
corresponding node based on ts_to_node. If ts_to_node is many to one, then even in the
worst case the number of messages is proportional to the number of destination nodes
and the total message traffic from a node is proportional to the square of the number of
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time series × the size of each time series identifier. That is a very pessimistic worst case
because it corresponds to all time series mapping to the same grid cell in every grid. As
we will see in the experimental section, the total traffic per node is linear in the number of
time series in practice. Because time series ids are under 32 bits, the total traffic is light.

The last step (i.e., step 5), is proportional to the size of the output, because a large
fraction of pairs that pass the sketch filtering step in fact meet the correlation threshold.

The bulk of the space required for our approach is the space needed for keeping the
grids for indexing the sliding windows. This space depends on the number of grids and
the number of time series. The number of grids itself depends on the size of the sketches
in the sliding window, and the group size (number of dimensions in each grid). Let g be
the group size, s be the sketch vector size, and n the number of time series. Then, the
number of grids required for indexing the sliding window data is s

g
. In each grid, we need

to keep the id of each time series in its corresponding cell. Thus, the total space required
for storing the grids is O(n× idsize× s

g
), where n is the number of time series, idsize is

the size of an id, s is the sketch vector size and g the group size. Notice that in practice,
the size of our grid-based index is much less than the space required for keeping the time
series in the sliding windows. For example, suppose the group size is 2, and the sketch
vector size is 32 (for a sliding window of size 256). Then, the space required to store all
grids is equivalent to 16 × n identifiers, which is less than the space needed to store n
sliding windows of size 256.

In practice, the entire procedure requires work that is the sum of i (formation of sketch
vectors): number of time series × size of basic windows × number of random vectors, ii
(parallel mixing, grid computation): number of time series × number of random vectors,
iii (parallel mixing, candidate identification) for each grid cell, square of the number of
time series× size of time series identifiers, iv (for verification of candidate pairs): number
of highly correlated pairs × window size, This work, except for the communication step
(which depends on the communications infrastructure), is entirely parallelizable. Which
term dominates depends on how high the threshold is. For very high thresholds, part
iv will be negligible, iii will be small, and so i and ii will dominate. If the threshold
is low (not normally an interesting case) the algorithm could be nearly as expensive as
comparing every pair of time series.

3.3 Experiments

In this section, we report experimental results that show the quality and the performance of
our parallel incremental sketching approach, illustrating performance, scalability, recall,
and precision. We compare our work with iSAX and show vastly improved speed at some
cost in recall.

The parallel experimental evaluation was conducted on a cluster of 32 machines, with
operating system Linux x86_64 kernel 3.10.0, each machine having 64 Gigabytes of main
memory, an Intel Xeon CPU with 8 cores and a 256 Gigabytes hard disk.

We implemented the approaches on top of Apache-Spark 1.6.2 [79], using the Java
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programming language.
Data streams are simulated by distributing the data beforehand and using synchronized

sliding windows on each site. This setup allowed us to better evaluate the performance
gains of our approach without depending on the specific characteristics or optimization of
any dedicated streaming environment (e.g., Spark streaming, Flink, Storm, etc.).

3.3.1 Comparisons
We compare ParrCorr to two baseline approaches:

• Parallel Linear Search. This is the straightforward comparison that compares each
time series to all the other ones, computing a Pearson correlation. Correlations are
sorted by decreasing order and the top-correlated ones are kept. It is implemented
in parallel (each computing node compares the series it contains to all the series of
the other nodes).

• iSax [18]. This index allows processing similarity queries using both an exact and
an approximate approach. iSax shows an improvement over Parallel Linear Search:
when a computing node receives a time series to be compared to its local time
series, rather than applying a linear search it will use a local iSax index as a filter to
identify the most similar time series.

In the data stream context, these algorithms are applied from scratch, after each update
(each basic window-sized move of the sliding window). For iSax, the local indexes have
to be built again after each update.

3.3.2 Datasets
We carried out our experiments on both synthetic and seismic datasets.

Synthetic dataset: Each time series in our synthetic dataset consists of 2000 values.
At each time point, the generator draws a random number from a Gaussian distribution
N(0,1), then adds the value of the last number to the new number. The number of time
series varies from one million to 100 million depending on the experiment. This type of
random walk generator has been widely used in the past. [30, 10, 71, 16, 18, 82].

Seismic dataset: The real world data represents seismic time series collected from the
IRIS Seismic Data Access repository 1 at various earthquake zones. After preprocessing,
the seismic dataset contains 5 million time series of 2000 values each.

To detect seismic events, there are three main types of algorithms: energy detectors,
array detectors and matched filter detectors. The latter is a new kind of detector, where
a representative time series is used as a template (i.e., a “matched filter”) and correlated
against a continuous data stream to detect new occurrences of that same signal. However,
such filters require a large number of templates, making indexing an appealing approach.
A time series at a given sensor functions like a geophysical fingerprint for earthquakes. A

1http://ds.iris.edu/data/access/

http://ds.iris.edu/data/access/
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Table 3.5 – Default parameters

Parameters Value
Sliding Window Size 500
Basic Window Size 20
iSAX Word Length 8
Leaf Capacity Threshold 1,000
Basic Cardinality 2
Maximum Cardinality 512
Number Of Machines 32
Correlation Threshold 0.7

seismic signal that closely matches a previous observation can be used as evidence that the
newly observed event must have occurred very close to the event that generated the first
observation. Moreover, if the signals are similar we can assume that the characteristics
of the earthquakes are similar. There are many examples where almost identical signals
produced by different earthquakes have been observed. This is typically the case during
seismic crises that can last days or months, while similar signals can be recorded even if
years apart. Detecting such correlations is a small variation of our problem, where all time
series are compared with a few templates. Here we address the harder problem of finding
all correlations among the set of time series. This might be useful in an application in
which we want to detect, in a real time fashion, where similar seismic events are occurring.

3.3.3 Parameters

Table 3.5 shows the default parameters used for each experiment, unless otherwise spec-
ified. A typical application might have a large ratio between the sliding window size
and the basic window size, where the basic window indicates the time interval between
the recalculation of similarity. We’ve chosen a ratio of 50, which we have found to be
reasonable for many applications. ParCorr does better relative to the other algorithms
with a smaller basic window size of 10 for example, but 50 is more reasonable for high
frequency measurements. The iSAX word length, leaf capacity, basic cardinality, and
maximum cardinality were chosen to be optimal for iSAX (and were taken from [18]).
All histograms in the figures have error bars (usually so small as to be invisible) that go
from a minimum value to a maximum value (i.e., 100% confidence interval) with the
histogram height representing the mean.

We calibrate the fraction f (needed for detecting candidate items in the grids) by using
a small sample database. We increase f until reaching the desired recall (e.g., 0.95) on
the small sample, and then we use the found fraction in our experiments on big datasets.
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3.3.4 Recall and Precision Measures

To understand these concepts in our applications, consider the correlation problem: we
want to find all pairs of time series that have at least a correlation of some specified
threshold during a given window. Call that set Strue In that context, the recall of a
method that finds a set Smethod is |(Strue ∩ Smethod)|/|Strue| and the precision is |(Strue ∩
Smethod)|/|Smethod|. This would also be true for Euclidean distances. These are com-
pletely standard uses of these terms applied to pairs and similarity metrics.

In our experiments, the default correlation threshold for Pearson is 0.7. We have also
tried 0.8 and 0.9. With a Pearson threshold of 0.8, the sketch recall was over 96% and the
speedup compared with iSAX was a factor of 17.56. With a Pearson threshold of 0.9, the
sketch recall was over 95.7% and the speedup compared with iSAX was a factor of 18.
Given any Pearson correlation, the threshold for Euclidean distance is computed by using
formula 3.1.

3.3.5 Communication Strategies

Before presenting the results of our approach in detail, we evaluate here the impact of the
communication strategy to detect correlated pairs. This corresponds to the discussion and
analysis given in Section 3.2.4. We conducted this experiment on 5 million time series,
with a basic window of 32 and a sliding window of 256. As expected and illustrated by
Figure 3.3, our optimized strategy gives the best performance (response time), but the
size of the gain is surprising. Therefore, in the experiments presented below, we use this
optimized strategy.
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Figure 3.3 – Execution time (not including the pair checking time) for each of the com-
munication strategies introduced in Section 3.2.4. The algorithms are run on a cluster of
32 nodes and 5 million time series (basic window of 32 and sliding window of 256). The
optimized strategy gives the best response time.
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3.3.6 Results
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Figure 3.4 – Execution time for the calculation of the correlations for each sliding win-
dow as a function of basic window size for the random walk dataset. The algorithms are
run on a cluster of 32 nodes and 5 million time series. The time for ParCorr increases
as the basic window size increases, because updating the sketch vector takes slightly
longer. All parameters other than basic window size are set to their values from Table
3.5.

Figure 3.4 shows that ParCorr is orders of magnitude faster for parallel correlation
than the iSAX methods for the random walk dataset, though its time increases as the basic
window size increases. For instance, with a basic window of 20, ParCorr takes at most
160 seconds to process a sliding window, while iSAX Approximate needs 1990 seconds.
We attribute this advantage to two factors: the calculation of sketches is incremental and
the parallelization of the algorithm is natural. These results also hold for the seismic data
as can be seen in Figure 3.5.

Figure 3.6 shows that ParCorr scales well to large datasets containing up to 100 million
time series. iSAX approximate is consistently about 50% faster than ISAX exact. Our
competitors (Parallel linear search, iSAX Approximate/Exact) do not scale since they
cannot handle more than 5 million time series due to the fact that both memory usage and
communication costs become hard to bear.

Figure 3.7 shows that both iSAX and ParCorr enjoy a roughly linear speedup, whereas
Figure 3.8 shows that ParrCorr is orders of magnitude faster in absolute time at all de-
grees of parallelization. ParCorr needs at most 598 seconds on 8 nodes (169 seconds on
32 nodes) while iSAX Approximate needs at most 13460 seconds (9784 seconds on 32
nodes).

Figure 3.9 shows that ParCorr’s performance (using Spark) is comparable to iSAX
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Figure 3.5 – Execution time for the calculation of the correlations for each sliding win-
dow for the seismic dataset. The algorithms are run on a cluster of 32 nodes and 5 mil-
lion time series. All parameters are set to their values from Table 3.5.
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Figure 3.6 – Execution time for the calculation of the correlations for each sliding win-
dow as a function of dataset size for the random walk dataset. The algorithms are run
on a cluster of 32 nodes. All parameters are set to their values from Table 3.5. Note
that ParCorr scales to larger datasets nearly linearly and the times remain practical. The
other methods exceeded the measurement window.
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Figure 3.7 – SpeedUp: All algorithms enjoy linear speedup with roughly the same slope
as the number of processing nodes increase. All parameters are set to their values from
Table 3.5.
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Figure 3.9 – Execution time for each sliding window on a single node for the random
walk dataset. The dataset is 1 million time series. All parameters are set to their values
from Table 3.5.
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Figure 3.10 – Execution time for each sliding window on a single node for the seismic
dataset. The dataset is 1 million time series. All parameters are set to their values from
Table 3.5.
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(running natively without Spark) on a single node. ParCorr shows a small advantage but
not as much as in a parallel setting, because Spark entails some overhead. These results
are consistent with the results for the seismic data as shown in Figure 3.10.
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Figure 3.11 – Let Peuc be the set of pairs of time series whose final w values fall within
the distance threshold in the case of Euclidean distance. And let Pcorr be the set of pairs
of time series whose final w values fall above the threshold in the case of Pearson. The
precision is the fraction of the set of pairs found by each algorithm that belong to Peuc
or Pcorr, respectively. ParCorr has 100% precision because it checks candidate pairs that
are produced by the sketch algorithm.

Figure 3.11 shows the high precision of ParCorr and iSAX. ParCorr verifies all the
candidate pairs that the sketch filter produces. iSAX Exact incorporates a verification
step as well. These results hold also for seismic data as seen in Figure 3.13.

Figure 3.12 shows that iSAX Exact gives perfect recall because of its bounding box
guarantee. ParCorr gives no such guarantee, so for applications that require 100% recall,
iSAX Exact should be used. Empirically, ParCorr yields a recall of over 90%, as shown
in Figure 3.14.

The experiments on real and synthetic data show that ParCorr is fast, scales well,
guarantees 100% precision, and achieves very high recall. This reduction in recall is
acceptable for many applications, especially given the high gain in response time.

3.4 Related Work

The problem of correlation detection has been studied across data streams using central-
ized approaches [58, 55, 77, 66, 63, 62, 23, 61]. Most of them focus on reducing the
computation time of the pairwise distance computation. For example in [58], Mueen et
al. propose efficient algorithms based on the Discrete Fourier Transformation (DFT), to
reduce the end-to-end response time of an all-pair correlation query. As Cole et al. dis-
cuss in [23], this works well when the time series are cooperative (i.e., where the low
frequency Fourier coefficients dominate).
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Figure 3.12 – Let Peuc and Pcorr be defined as in the caption of Figure 3.11. The recall
is the fraction of Peuc or Pcorr, respectively, that is found by each algorithm. Note that
iSAX exact gives higher recall than ParCorr.
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Figure 3.13 – For seismic precision, iSAX Exact and ParCorr both achieve 100% preci-
sion for Euclidean. ParCorr also achieves 100% precision for Pearson correlation.
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Figure 3.14 – For seismic data, iSAX Exact achieves perfect recall. ParCorr achieves
over 90% for both Euclidean and Pearson correlation.
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The problem of indexing and querying time series using centralized solutions has been
widely studied in the literature, e.g., [10, 15, 30, 71, 18]. For instance, in [10], Assent et
al. propose the TS-tree, an index structure for efficient retrieval and similarity search
over time series. In [71], Shieh et al. propose the multiresolution symbolic representation
called indexable Symbolic Aggregate approXimation (iSAX) [18] which is based on the
SAX representation. The advantage of iSAX over SAX is that it allows the comparison
of words with different cardinalities, and even different cardinalities within a single word.
iSAX can be used to create efficient indices over very large databases.

In our work, we take advantage of the sketch index [23] which is related to Locality
Sensitive Hashing [35], in that similar items are hashed to the same bucket with high
probability. The reason for using the sketch index is that it can be perfectly parallelized
with a near balanced workload for the nodes participating in the index creation operation
and it can be updated incrementally. The novelty of our work is to propose new methods
for the incremental update and, above all, a parallelization method.

In our work, we use an approach based on incremental random sketches [23]. In the
literature, several techniques have been used to perform dimensionality reduction on the
size of time series. Examples of such techniques that can significantly reduce the time
and space required for the index are: singular value decomposition (SVD) [30], the dis-
crete Fourier transformation (DFT) [6], the discrete wavelets transformation (DWT) [20],
the piecewise aggregate approximation (PAA) [48], and the adaptive piecewise constant
approximation (APCA) [19]. We compare with iSAX [18] because it does not require
time series to be cooperative (though it is more efficient when the time series is slowly
changing).

Sometimes one wants to find clusters of unusual events in time series, e.g., bursts of
activity or bursts of unusually high values. In such settings, tiling algorithms [34, 42, 31]
apply. Our problem is complementary because we are finding correlations between time
series or portions of time series, but are agnostic to the level of interest of individual time
points. However, our method could be used to post-process temporal regions that tiling
indicates are of interest.

3.5 Context of the work
This work has been done in the context of Djamel Edine Yagoubi’s PhD thesis and a
collaboration with Prof. Dennis E. Shasha from the University of New York. Two engi-
neers of the Zenith team, Oleksandra Levchenko and Boyan Kolev, have contributed on
implementing a prototype of ParCorr.

3.6 Conclusion
Finding similar pairs of time series on sliding windows is useful for many applications.
Methods to do so for hundreds of millions of time series in a highly efficient and scalable
fashion is the contribution of this chapter. Compared with the previous state of the art
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iSAX, the ParCorr solution is faster and scalable, while showing only very little loss in
recall. For many applications, where scalability is mandatory, this is highly beneficial.



Chapter 4

Parallel Mining of Maximally
Informative k-Itemsets in Big Data

4.1 Introduction

Featureset, or itemset, mining [40] is one of the fundamental building bricks for exploring
informative patterns in databases. Features might be, for instance, the words occurring
in a document, the score given by a user to a movie on a social network, or the char-
acteristics of plants (growth, genotype, humidity, biomass, etc.) in a scientific study in
agronomics. A large number of contributions in the literature has been proposed for item-
set mining, exploring various measures according to the chosen relevance criteria. The
most studied measure is probably the number of co-occurrences of a set of features, also
known as frequent itemsets [7]. However, frequency does not give relevant results for a
various range of applications, including information retrieval [37], since it does not give a
complete overview of the hidden correlations between the itemsets in the database. This
is particularly the case when the database is sparse [41]. Using other criteria to assess
the informativeness of an itemset could result in discovering interesting new patterns that
were not previously known. To this end, information theory [25] gives us strong supports
for measuring the informativeness of itemsets. One of the most popular measures is the
joint entropy [25] of an itemset. An itemset X that has higher joint entropy brings up
more information about the objects in the database.

In this chapter, we study the problem of Maximally Informative k-Itemsets (miki for
short) discovery in massive datasets, where informativeness is expressed by means of joint
entropy and k is the size of the itemset [36, 49, 81]. Miki are itemsets of interest that better
explain the correlations and relationships in the data. Example 4 gives an illustration of
miki and its potential for real world applications such as information retrieval.

Example 4. In this application, we would like to retrieve documents from Table 4.1, in
which the columns d1, . . . , d10 are documents, and the attributes A,B,C,D,E are some
features (items, keywords) in the documents. The value “1” means that the feature occurs
in the document, and “0” not. It is easy to observe that the itemset (D,E) is frequent,

41
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Features Documents
d1 d2 d3 d4 d5 d6 d7 d8 d9 d10

A 1 1 1 1 1 0 0 0 0 0
B 0 1 0 0 1 1 0 1 0 1
C 1 0 0 1 0 1 1 0 1 0
D 1 0 1 1 1 1 1 1 1 1
E 1 1 1 1 1 1 1 1 1 1

Table 4.1 – Features in The Documents

because features D and E occur together in almost every document. However, it provides
little help for document retrieval. In other words, given a document dx in our dataset,
one might look for the occurrence of the itemset (D,E) and, depending on whether it
occurs or not, she will not be able to decide which document it is. By contrast, the itemset
(A,B,C) is infrequent, as its member features rarely or never appear together in the data.
And it is troublesome to summarize the value patterns of the itemset (A,B,C). Providing
it with the values < 1, 0, 0 > we could find the corresponding document O3; similarly,
given the values < 0, 1, 1 > we will have the corresponding document O6. Although
(A,B,C) is infrequent, it contains lots of useful information which is hard to summarize.
By looking at the values of each feature in the itemset (A,B,C), it is much easier to decide
exactly which document they belong to. (A,B,C) is a maximally informative itemset of
size k = 3.

Miki mining is a key problem in data analytics with high potential impact on various
tasks such as supervised learning [50], unsupervised learning [32] or information retrieval
[37], to cite a few. A typical application is the discovery of discriminative sets of features,
based on joint entropy [25], which allows distinguishing between different categories of
objects. Unfortunately, it is very difficult to maintain good results, in terms of both re-
sponse time and quality, when the number of objects becomes very large. Indeed, with
massive amounts of data, computing the joint entropies of all itemsets in parallel is a very
challenging task for many reasons. First, the data is no longer located in one computer,
instead, it is distributed over several machines. Second, the number of iterations of par-
allel jobs would be linear to k (i.e., the number of features in the itemset to be extracted
[49]), which needs multiple database scans and in turn violates the parallel execution of
the mining process. We believe that an efficient miki mining solution should scale up
with the increase in the size of the itemsets, calling for cutting edge parallel algorithms
and high performance evaluation of an itemset’s joint entropy in massively distributed
environments.

We designed and developed an efficient parallel algorithm, namely Parallel Highly
Informative K-itemSet (PHIKS in short), that renders the discovery of miki from a very
large database (up to Terabytes of data) simple and effective. PHIKS combines both in-
formation theory and massive distribution, and takes advantage of parallel programming
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frameworks such as MapReduce [26] or Spark [80]. It cleverly exploits available data
at each mapper to efficiently calculate the joint entropies of miki candidates. For more
efficiency, we provide PHIKS with optimizations that allow for very significant improve-
ments of the whole process of miki mining. The first technique estimates the upper bound
of a given set of candidates and allows for a dramatic reduction of data communications,
by filtering unpromising itemsets without having to perform any additional scan over
the data. The second technique reduces significantly the number of scans over the input
database of each mapper, i.e., only one scan per step, by incrementally computing the
joint entropy of candidate features. This reduces drastically the work that should be done
by the mappers, and thereby the total execution time.

PHIKS has been extensively evaluated using massive real-world datasets. Our exper-
imental results show that PHIKS significantly outperforms alternative approaches, and
confirm the effectiveness of our proposal over large databases containing for example one
Terabyte of data.

The rest of the chapter is structured as follows. Section 4.2 gives a formal definition
of the addressed problem. The necessary background is given in Section 4.3. In Section
4.4, we present our PHIKS solution, and depict its whole core mining process. Section
4.5 reports on an experimental validation over real-world datasets. Section 4.6 discusses
related work. Section 4.7 presents the context of this work, and Section 4.8 concludes.

4.2 Problem Definition
The following definitions introduce the basic requirements for mining maximally infor-
mative k-itemsets [49].

Definition 2. Let F = {f1, f2, . . . , fn} be a set of literals called features. An itemset
X is a set of features from F , i.e., X ⊆ F . The size or length of the itemset X is the
number of features in it. A transaction T is a set of elements such that T ⊆ F and
T 6= ∅. A database D is a set of transactions.

Definition 3. The entropy [25] of a feature i in a database D measures the expected
amount of information needed to specify the state of uncertainty or disorder for the feature
i in D. Let i be a feature in D, and P (i = n) be the probability that i has value n in D
(we consider categorical data, where the value will be ’1’ if the object has the feature and
’0’ otherwise). The entropy of the feature i is given by

H(i) = −(P (i = 0)log(P (i = 0)) + P (i = 1)log(P (i = 1)))

where the logarithm base is 2.

Definition 4. The binary projection, or projection of an itemset X in a transaction T
(proj(X,T )) is the set of size |X| where each item (i.e., feature) of X is replaced by ’1’ if
it occurs in T and by ’0’ otherwise. The projection counting of X in a database D is the
set of projections of X in each transaction of D, where each projection is associated with
its number of occurrences in D.
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Example 5. Let us consider Table 4.1. The projection of (B,C,D) in d1 is (0, 1, 1). The
projections of (D,E) on the database of Table 4.1 are (1, 1) with nine occurrences and
(0, 1) with one occurrence.

Definition 5. Given an itemset X = {x1, x2, . . . , xk} and a tuple of binary values
B = {b1, b2, . . . , bk} ∈ {0 1}k. The joint entropy of X is defined as:

H(X) = −
∑

B∈{0,1}|k|

J × log(J)

Where J= P (x1 = b1, . . . , xk = bk) is the joint probability of X = {x1, x2, . . . , xk}.

Given a database D, the joint entropy H(X) of an itemset X in D is proportional to
its size k i.e., the increase in the size of X implies an increase in its joint entropy H(X).
The higher the value of H(X), the more information the itemset X provides in D. For
simplicity, we use the term entropy of an itemset X to denote its joint entropy.

Example 6. Let us consider the database of Table 4.1. The joint entropy of (D,E) is
given by H(D,E) = − 9

10 log( 9
10) − 1

10 log( 1
10) = 0.468. Where the quantities 9

10 and 1
10

respectively represent the joint probabilities of the projection values (1, 1) and (0, 1) in
the database.

Definition 6. Given a set F = {f1, f2, . . . , fn} of features, an itemset X ⊆ F of length k
is a maximally informative k-itemset, if for all itemsets Y ⊆ F of size k, H(Y ) ≤ H(X).
Hence, a maximally informative k-itemset is the itemset of size k with the highest joint
entropy value.

The problem of mining maximally informative k-itemsets presents a variant of itemset
mining, it relies on the joint entropy measure for assessing the informativeness brought
by an itemset.

Definition 7. Given a database D which consists of a set of n attributes (features) F =
{f1, f2, . . . , fn}. Given a number k, the problem of miki mining is to return a sub-
set F ′ ⊆ F with size k, i.e., |F ′| = k, having the highest joint entropy in D, i.e.,
∀F ′′ ⊆ F ∧ |F ′′| = k,H(F ′′) ≤ H(F ′).

4.3 Background

In this section, first we detail the miki discovery in a centralized environment. Second, we
detail the working principle of MapReduce, in particular, we depict the execution process
of a MapReduce job.
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4.3.1 Miki Discovery in a Centralized Environment

In [49], an effective approach is proposed for miki discovery in a centralized environment.
Their ForwardSelection heuristic uses a "generating-pruning" approach, which is similar
to the principle of Apriori [7]. i1, the feature having the highest entropy is selected as a
seed. Then, i1 is combined with all the remaining features, in order to build candidates.
In other words, there will be |F −1| candidates (i.e., (i1, i2), (i1, i3), . . . , (i1, i|F−1|)). The
entropy of each candidate is given by a scan over the database, and the candidate having
the highest entropy, say (i1, i2), is kept. A set of |F − 2| candidates of size 3 is generated
(i.e., (i1, i2, i3), (i1, i2, i4), . . . , (i1, i2, i|F−2|)) and their entropy is given by a new scan
over the database. This process is repeated until the size of the extracted itemset is k.

4.3.2 MapReduce and Job Execution

MapReduce has gained increasing popularity, as shown by the tremendous success of
Hadoop [76], an open-source implementation. It is one of the most popular solutions for
big data processing [13], in particular due to its automatic management of parallel exe-
cution in clusters of machines. Initially proposed in [26], it was popularized by Hadoop
[76], an open-source implementation. MapReduce divides the computation in two phases,
namely map and reduce, which in turn are carried out by several tasks that process the data
in parallel. The idea behind MapReduce is simple and elegant. Given an input file, and
two functions map and reduce, each MapReduce job is executed in two main phases: map
and reduce. In the first phase, called map, the input data is divided into a set of splits, and
each split is processed by a map task in a given worker node. These tasks apply the map
function on every key-value pair of their split and generate a set of intermediate pairs. In
the second phase, called reduce, all the values of each intermediate key are grouped and
assigned to a reduce task. Reduce tasks are also assigned to worker machines and apply
the reduce function on the created groups to produce the final results. Each MapReduce
job includes two functions: map and reduce. For executing the job, we need a master
node for coordinating the job execution, and some worker nodes for executing the map
and reduce tasks. When a MapReduce job is submitted by a user to the cluster, after
checking the input parameters, e.g., input and output directories, the input splits (blocks)
are computed. The number of input splits can be personalized, but typically there is one
split for each 64MB of data. The location of these splits and some information about the
job are submitted to the master. The master creates a job object with all the necessary
information, including the map and reduce tasks to be executed. One map task is created
per input split. When a worker node, say w, becomes idle, the master tries to assign a
task to it. The map tasks are scheduled using a locality-aware strategy. Thus, if there is
a map task whose input data is kept on w, then the scheduler assigns that task to w. If
there is no such task, the scheduler tries to assign a task whose data is in the same rack as
w (if any). Otherwise, it chooses any task. Each map task reads its corresponding input
split, applies the map function on each input pair and generates intermediate key-value
pairs. , which are firstly maintained in a buffer in main memory. When the content of the
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buffer reaches a threshold (by default 80% of its size), the buffered data is stored on the
disk in a file called spill. Once the map task is completed, the master is notified about the
location of the generated intermediate key-values. In the reduce phase, each intermediate
key is assigned to one of the reduce workers. Each reduce worker retrieves the values
corresponding to its assigned keys from all the map workers, and merges them using an
external merge-sort. Then, it groups pairs with the same key and calls the reduce function
on the corresponding values. This function will generate the final output results. When,
all tasks of a job are completed successfully, the client is notified by the master.

4.4 PHIKS Algorithm

In a massively distributed environment, a possible naive approach for miki mining would
be a straightforward implementation of ForwardSelection [49] (see Section 4.3.1). How-
ever, given the "generating-pruning" principle of this heuristic, it is not suited for environ-
ments like Spark [80] or MapReduce [26] and would lead to very bad performances. The
main reason is that each scan over the dataset is done through a distributed job (ı.e., there
will be k jobs, one for each generation of candidates that must be tested over the database).
Our experiments, in Section 4.5, give an illustration of the catastrophic response times of
ForwardSelection in a straightforward implementation on MapReduce (the worst, for all
of our settings). This is not surprising since most algorithms designed for a centralized
itemset mining do not perform well in massively distributed environments in a direct im-
plementation [57], [11], [56], and miki don’t escape that rule.

Such an inadequacy calls for new distributed algorithmic principles. To the best of our
knowledge, there is no previous work on distributed mining of miki. However, we may
build on top of cutting edge studies in frequent itemset mining, while considering the very
demanding characteristics of miki.

Interestingly, in the case of frequent itemsets in MapReduce, a mere algorithm con-
sisting of two jobs outperforms most existing solutions [8] by using the principle of SON
[67], a divide and conquer algorithm. Unfortunately, despite its similarities with frequent
itemset mining, the discovery of miki is much more challenging. Indeed, the number of
occurrences of an itemset X in a database D is additive and can be easily distributed (the
global number of occurrences of X is simply the sum of its local numbers of occurrences
on subsets of D). Entropy is much more combinatorial since it is based on the the pro-
jection counting of X in D and calls for efficient algorithmic advances, deeply combined
with the principles of distributed environments.

4.4.1 Distributed Projection Counting

Before presenting the details of our contribution, we need to provide tools for computing
the projection of an itemsetX on a databaseD, whenD is divided into subsets on different
splits, in a distributed environment, and entropy has to be encoded in the key-value format.
We have to count, for each projection p of X , its number of occurrences on D. This can
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be solved with an association of the itemset as a key and the projection as a value. On
a split, for each projection of an itemset X , X is sent to the reducer as the key coupled
with its projection. The reducer then counts the number of occurrences, on all the splits,
of each (key:value) couple and is therefore able to calculate the entropy of each itemset.
Communications may be optimized by avoiding to emit a key : val couple when the
projection does not appear in the transaction and is only made of ’0’ (on the reducer, the
number of times that a projection p ofX does not appear inD is determined by subtracting
the number projections of X in D from |D|).

Example 7. Let us consider D, the database of Table 4.1, and the itemset X = (D,E).
Let us consider that D is divided into two splits S1 = {d1..d5} and S2 = {d6..d10}. With
one simple MapReduce job, it is possible to calculate the entropy of X . The algorithm
of a mapper would be the following: for each document d, emit a couple (key : val)
where key = X and val = proj(X, d). The first mapper (corresponding to S1) will emit
the following couples: ((D,E) : (1, 1)) 4 times and ((D,E) : (0, 1)) once. The second
mapper will emit ((D,E) : (1, 1)) 5 times. The reducers will do the sum and the final
result will be ((D,E) : (1, 1)) occurs 9 times and (((D,E) : (0, 1)) once.

4.4.2 Discovering miki in Two Rounds
Our heuristic will use at most two MapReduce jobs in order to discover the k-itemset
having the highest entropy. The goal of the first job is to extract locally, on the distributed
subsets of D, a set of candidate itemsets that are likely to have a high global entropy. To
that end, we apply the principle of ForwardSelection locally, on each mapper, and grow an
itemset by adding a new feature at each step. After the last scan, for each candidate itemset
X of size k we have the projection counting of X on the local dataset. A straightforward
approach would be to emit the candidate itemset having the highest local entropy. We
denote by local entropy, the entropy of an itemset in a subset of the database that is read
by a mapper (i.e., by considering only the projections of X in the mapper). Then the
reducers would collect the local miki and we would check their global entropy (i.e., the
entropy of the itemset X in the entire database D) by means of a second MapReduce job.
Unfortunately, this approach would not be correct, since an itemset might have the highest
global entropy, while actually not having the highest entropy in each subset. Example 8
gives a possible case where a global miki does not appear as a local miki on any subset of
the database.

Example 8. Let us considerD, the database given by Table 4.2, which is divided into two
splits of six transactions. The global miki of size 3 in this database is (A,B,E). More
precisely, the entropy of (A,B,E) on D is given by − 1

12 × log( 1
12)× 4− 2

12 × log( 2
12)×

4 = 2.92. However, if we consider each split individually, (A,B,E) always has a lower
entropy compared to at least one different itemset. For instance, on the split S1, the
projections of (A,B,E) are (0, 0, 0), (0, 1, 0), (1, 1, 0) and (0, 1, 1) with one occurrence
each, and (1, 0, 0) with two occurrences. Therefore the entropy of (A,B,E) on S1 is 2.25
(i.e.,−1

6×log(1
6)×4− 2

6×log(2
6) = 2.25). On the other hand, the projections of (A,B,C)
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Split A B C D E
S1 0 0 1 0 0

0 1 0 0 0
1 0 1 0 0
1 1 0 0 0
0 1 1 0 1
1 0 0 0 0

S2 0 0 0 0 1
0 1 0 1 1
1 0 0 0 1
1 1 0 1 1
0 1 0 0 0
1 0 0 1 1

Table 4.2 – Local Vs. Global Entropy

on S1 are (0, 0, 1), (0, 1, 0), (1, 0, 1), (1, 1, 0), (0, 1, 1) and (1, 0, 0) with one occurrence
each, and the entropy of (A,B,C) on S1 is 2.58 (i.e., −1

6 × log(1
6) × 6 = 2.58). This

is similar on S2 where the entropy of (A,B,E) is 2.25 and the entropy of (A,B,D) is
2.58. However, (A,B,C) and (A,B,D) both have a global entropy of 2.62 on D, which
is lower than 2.92, the global entropy of (A,B,E) on D.

Since it is possible that a global miki is never found as a local miki, we need to con-
sider a larger number of candidate itemsets. This can be done by exploiting the set of
candidates that are built in the very last step of ForwardSelection. This step aims to cal-
culate the projection counting of F − k candidates and then compute their local entropy.
Instead of only emitting the itemset having the larger entropy, we will emit, for each can-
didate X , the projection counting of X on the split, as explained in Section 4.4.1. The
reducers will then be provided with, for each local candidate Xi (1 ≤ i ≤ m, where m
is the number of mappers, or splits), the projection counting of X on a subset of D. The
main idea is that the itemset having the highest entropy is highly likely to be in that set of
candidates. For instance, in the database given by Table 4.2 and k = 3, the global miki
is (A,B,E), while the local miki are (A,B,C) on S1 and (A,B,D) on S2. However,
with the technique described above, the itemset (A,B,E) will be a local candidate, and
will be sent to the reducers with the whole set of projections encountered so far in the
splits. In addition, we emit the projection counting of the selected itemsets in all steps of
ForwardSelection. These projections will be used for optimizing our PHIKS algorithm.
The reducer will then calculate its global entropy, compare it to the entropy of the other
itemsets, and (A,B,E) will eventually be selected as the miki on this database.

Unfortunately, it is possible that X has not been generated as a candidate itemset on
the entire set of splits (consider a biased data distribution, where a split contains some
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features with high entropies, and these features have low entropies on the other splits).
Therefore, we have two possible cases at this step:

1. X is a candidate itemset on all the splits and we are able to calculate its exact
projection counting on D, by means of the technique given in Section 4.4.1.

2. There is (at least) one split where X has not been generated as a candidate and we
are not able to calculate its exact projection counting on D.

The first case does not need more discussion, since we have collected all the neces-
sary information for calculating the entropy of X on D. The second case is more difficult
sinceX might be the miki but we cannot be sure, due to lack of information about its local
entropy on (at least) one split. Therefore, we need to check the entropy of X on D with
a second MapReduce job intended to calculate its exact projection counting. The goal of
this second round is to check that no local candidate has been ignored at the global scale.
At the end of this round, we have the entropy of all the promising candidate itemsets
and we are able to pick the one with the highest entropy. This is the architecture of our
approach, the raw version of which (without optimization) is called Simple-PHIKS. So
far, we have designed a distributed architecture and a miki extraction algorithm that, in
our experiments reported in Section 4.5 outperforms ForwardSelection by several orders
of magnitude. However, by exploiting and improving some concepts of information the-
ory, we may significantly optimize this algorithm and further accelerate its execution at
different parts of the architecture, as explained in the following sections.

4.4.3 Candidate Reduction Using Entropy Upper Bound
One of the shortcomings of the basic version of our two rounds approach is that the num-
ber of candidate itemsets, which should be processed in the second job, may be high for
large databases as it will be illustrated by our experiments in Section 4.5. This is partic-
ularly the case when the features are not uniformly distributed in the splits of mappers.
These candidate itemsets are sent partially by the mappers (i.e., not by all of them), thus
we cannot compute their total entropy in the corresponding reducer. This is why, in the
basic version of our approach, we compute their entropy in the second job by reading
again the database.

Here, we propose an efficient technique for significantly reducing the number of can-
didates. The main idea is to compute an upper bound for the entropy of the partially
sent itemsets, and discard them if they have no chance to be a global miki. For this, we
exploit the available information about the miki candidates sent by the mappers to the
corresponding reducer.

Let us describe formally our approach. Let X be a partially sent itemset, and m
be a mapper that has not sent X and its projection frequencies to the reducer R that
is responsible for computing the entropy of X . In the reducer R, the frequency of X
projections for a part of the database is missing. We call these frequencies as missing
frequencies. We compute an upper bound for the entropy of X by estimating its missing
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frequencies. This is done in two steps. Firstly, finding the biggest subset of X , say Y , for
which all frequencies are available and secondly, distributing the frequencies of Y among
the projections of X in such a way that the entropy of X be the maximum.

4.4.3.1 Step 1

The idea behind the first step is that the frequencies of the projections of an itemset
X can be derived from the projections of its subsets. For example, suppose two item-
sets X = {A,B,C,D} and Y = {A,B}, then the frequency of the projection p =
(1, 1) of Y is equal to the sum of the following projections in X: p1 = (1, 1, 0, 0),
p2 = (1, 1, 0, 1), p3 = (1, 1, 1, 0) and p4 = (1, 1, 1, 1). The reason is that in all these
four projections, the features A and B exist, thus the number of times that p occurs in the
database is equal to the total number of times that the four projections p1 to p4 occur. This
is stated by the following lemma.

Lemma 2. Let the itemset Y be a subset of the itemset X , i.e., Y ⊆ X . Then, the
frequency of any projection p of Y is equal to the sum of the frequencies of all projections
of X which involve p.

Proof. The proof can be easily done as in the above discussion.

In Step 1, among the available subsets of itemset X , i.e., those for which we have all
projection frequencies, we choose the one that has the highest size. The reason is that its
intersection with X is the highest, thus our estimated upper bound about the entropy of
X will be closer to the real one.

4.4.3.2 Step 2

let Y be the biggest available subset of X in reducer R. After choosing Y , we distribute
the frequency of each projection p of Y among the projections of X that are derived from
p. There may be many ways to distribute the frequencies. For instance, in the example
of Step 1, if the frequency of p is 6, then the number of combinations for distributing 6
among the four projections p1 to p4 is equal to the solutions which can be found for the
following equation: x1 + x2 + x3 + x4 = 6 when xi ≥ 0. In general, the number of ways
for distributing a frequency f among n projections is equal to the number of solutions for
the following equation:

x1 + x2 + ...+ xn = f for xi ≥ 0

Obviously, when f is higher than n, there is a lot of solutions for this equation. Among
all these solutions, we choose a solution that maximizes the entropy of X . The following
lemma shows how to choose such a solution.

Lemma 3. Let D be a database, and X be an itemset. Then, the entropy of X over D is
the maximum if the possible projections of X over D have the same frequency.
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Proof. The proof is done by implying the fact that in the entropy definition (see
Definition 3), the maximum entropy is for the case where all possible combinations have
the same probability. Since, the probability is proportional to the frequency, then the
maximum entropy is obtained in the case where the frequencies are the same. �

The above lemma proposes that for finding an upper bound for the entropy of X (i.e.,
finding its maximal possible entropy), we should distribute equally (or almost equally)
the frequency of each projection in Y among the derived projections in X . Let f be the
frequency of a projection in Y and n be the number of its derived projections, if (f modulo
n) = 0 then we distribute equally the frequency, otherwise we first distribute the quotient
among the projections, and then the rest randomly.

After computing the upper bound for entropy of X , we compare it with the maximum
entropy of the itemsets for which we have received all projections (so we know their real
entropy), and discard X if its upper bound is less than the maximum found entropy until
now.

4.4.4 Prefix/Suffix
When calculating the local miki on a mapper, at each step we consider a set of candidates
having size j that share a prefix of size j − 1. For instance, with the database of Table 4.2
and the subset of split S1, the corresponding mapper will extract (A,B) as the miki of size
2. Then, it will build 3 candidates: (A,B,C), (A,B,D) and (A,B,E). A straightforward
approach for calculating the joint entropy of these candidates would be to calculate their
projection counting by means of an exhaustive scan over the data of S1 (i.e., read the
first transaction of S1, compare it to each candidate in order to find their projections,
and move to the next transaction). However, these candidates share a prefix of size 2:
(A,B). Therefore, we store the candidates in a structure that contains the prefix itemset,
of size j − 1, and the set of |F − j| suffix features. Then, for a transaction T , we only
need to i) calculate proj(p, T ) where p is the prefix and ii) for each suffix feature f ,
find the projection of f on T , append proj(f, T ) to proj(p, T ) and emit the result. Let
us illustrate this principle with the example above (i.e., first transaction of S1 in Table
4.2). The structure is as follows: {prefix=(A,B):suffixes=C,D,E}. With this structure,
instead of comparing (A,B,C), (A,B,D) and (A,B,E) to the transaction and find their
respective projections, we calculate the projection of (A,B), their prefix, i.e., (0, 0), and
the projection of each suffix, i.e., (1), (0) and (0) for C, D, and E respectively. Each
suffix projection is then added to the prefix projection and emitted. In our case, we build
three projections: (0, 0, 1), (0, 0, 0) and (0, 0, 0), and the mapper will emit ((A,B,C) :
(0, 0, 1)), ((A,B,D) : (0, 0, 0)) and ((A,B,E) : (0, 0, 0)).

4.4.5 Incremental Entropy Computation in Mappers
In the basic version of our two rounds approach, each mapper performs many scans over
its split to compute the entropy of candidates and finally find the local miki. Given k as
the size of the requested itemset, in each step j of the k steps in the local miki algorithm,
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the mapper uses the itemset of size j − 1 discovered so far, and builds |F | − j candidate
itemsets before selecting the one having the highest entropy. For calculating each joint
entropy, a scan of the input split is needed in order to compute the frequency (and thus
the probability) of projections. Let |F | be the number of features in the database, then the
number of scans done by each mapper is O(k ∗ |F |). Although the input split is kept in
memory, this high number of scans over the split is responsible for the main part of the
time taken by the mappers.

In this Section, we propose an efficient approach to significantly reduce the number of
scans. Our approach that incrementally computes the joint entropies, needs to do in each
step just one scan of the input split. Thus, the number of scans done by this approach is
O(k).

To incrementally compute the entropy, our approach takes advantage of the following
lemma.

Lemma 4. Let X be an itemset, and suppose we make an itemset Y by adding a new
feature i to X , i.e., Y = X + {i}. Then, for each projection p in X two projections
p1 = p.0, and p2 = p.1 are generated in Y , and the sum of the frequency of p1 and p2 is
equal to that of p, i.e., f(p) = f(p1) + f(p2).

proof. The projections of Y can be divided into two groups: 1) those that represent
transactions containing i; 2) those representing the transactions that do not involve i. For
each projection p1 in the first group, there is a projection p2 in the second group, such that
p1 and p2 differ only in one bit, i.e., the bit that represents the feature i. If we remove this
bit from p1 or p2, then we obtain a projection in X , say p, that represents all transactions
that are represented by p1 or p2. Thus, for each project p in X , there are two projections
p1 and p2 in Y generated from p by adding one additional bit, and the frequency of p is
equal to the sum of the frequencies of p1 and p2. �

Our incremental approach for miki computing proceeds as follows. Let X be the miki
in step j . Initially, we set X = {}, with a null projection whose frequency is equal to n,
i.e., the size of the database. Then, in each step j (1 ≤ j ≤ k), we do as follows. For each
remaining feature i ∈ F −X , we create a hash map hi,j containing all projections of the
itemset X + {i}, and we initiate the frequency of each projection to zero. Then, we scan
the set of transactions in the input split of the mapper. For each transaction t, we obtain a
set S that is the intersection of t and F −X , i.e., S = t∩(F −X). For each feature i ∈ S,
we obtain the projection of t over X + {i}, say p2, and increment by one the frequency
of the projection p2 in the hash map hi,j . After scanning all transactions of the split,
we obtain the frequency of all projections ending with 1. For computing the projections
ending with 0, we use Lemma 4 as follows. Let p.0 be a projection ending with 0, we find
the projection p.1 (i.e., the projection that differs only in the last bit), and set the frequency
of p.0 equal to the frequency of p minus that of p.1, i.e., f(p.0) = f(p)− f(p.1). By this
way, we compute the frequency of projections ending with 0.

After computing the frequencies, we can compute the entropy of itemset X + {i}, for
each feature i ∈ F − X . At the end of each step, we add to X the feature i whose joint
entropy with X is the highest. We keep the hash map of the selected itemset, and remove
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all other hash maps including that of the previous step. Then, we go to the next step until
finishing step k. Notice that to obtain the frequency of p in step j, we use the hash map
of the previous step, i.e., Hi,j−1, this is why, at each step we keep the hash map of the
selected miki.

Let us now prove the correctness of our approach using the following Theorem.

Theorem 5. Given a database D, and a value k as the size of requested miki. Then,
our incremental approach computes correctly the entropy of the candidate itemsets in all
steps.

proof. To prove the correctness of our approach, it is sufficient to show that in each
step the projection frequencies of X + {i} are computed correctly. We show this by
induction on the number of steps, i.e., j for 1 ≤ j ≤ k.

Base. In the first step, the itemset X + {i} = {i} because initially X = {}. There
are two projections for {i} : p1 = (0) and p2 = (1). The frequency of p2 is equal to the
number of transactions containing i. Thus during the scan of the split, we correctly set
the frequency of p2. Since there is no other projection for i, the frequency of p1 is equal
to n− f(p2), where n is the size of the database. This frequency is found correctly by our
approach. Thus, for step j = 1 our approach finds correctly the projection frequencies of
X + {i}.

Induction. we assume that our approach works correctly in step j − 1, then we prove
that it will work correctly in step j. The proof can be done easily by using Lemma
4. According this lemma, for each projection p in step j − 1 there are two projections
p1 = (p.0), and p2 = (p.1) in step j. The frequency of p2 is computed correctly during
the scan of the split. We assume that the frequency of p has been correctly computed in
step j − 1. Then, Lemma 4 implies that the frequency of p1 has been also well computed
since we have f(p) = f(p1) + f(p2). �

4.5 Experiments
To evaluate the performance of PHIKS, we have carried out extensive experimental tests.
In Section 4.5.1, we depict our experimental setup and its main configurations. In Section
4.5.2, we depict the different used data sets in our various experiments. Lastly, in Section
4.5.3, we thoroughly analyze and investigate our different experimental results.

4.5.1 Experimental Setup
We implemented PHIKS algorithm on top of Hadoop-MapReduce using Java program-
ming language version 1.7 and Hadoop [76] version 1.0.3. For comparison, we imple-
mented a parallel version of Forward Selection [49] algorithm. To specify each presented
algorithm, we adopt the notations as follow. We denote by ’PFWS’ a parallel implementa-
tion of Forward Selection algorithm, by ’Simple-PHIKS’ an implementation of our basic
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Data Set # of Transactions # of Items Size

Amazon Reviews 34 millions 31721 34 Gigabyte
English Wikipedia 5 millions 23805 49 Gigabytes

ClueWeb 632 millions 141826 1 Terabyte

Table 4.3 – Data Sets Description

two rounds algorithm without any optimization, and by ’Prefix’ an extended version of
Simple-PHIKS algorithm that uses the Prefix/Suffix method for accelerating the compu-
tations of the projection values. We denote by ’Upper-B’ a version of our algorithm that
reduces the number of candidates by estimating the joint entropies of miki based on an
upper bound joint entropy. We denote by ’Upper-B-Prefix’ an extended version of Upper-
B algorithm that employs the technique of prefix/suffix. Lastly, we denote by ’PHIKS’
an improved version of Upper-B-Prefix algorithm that uses the method of incremental
entropy for reducing the number of data split scans at each mapper.

We carried out all our experiments on the Grid5000 [2] platform, which is a platform
for large-scale data processing. In our experiments, we have used clusters of 16 and 48
nodes respectively for Amazon Reviews, Wikipedia data sets and ClueWeb data set. Each
machine is equipped with Linux operating system, 64 Gigabytes of main memory, Intel
Xeon X3440 4 core CPUs and 320 Gigabytes SATA hard disk.

In our experiments, we measured three metrics: 1) the response time of the compared
algorithms, which is the time difference between the beginning and the end of a maximally
informative k-itemsets mining process; 2) the quantity of transferred data (i.e., between
the mappers and the reducers) of each maximally informative k-itemsets mining process;
3) the energy consumption for each maximally informative k-itemsets mining process. To
this end, we used the metrology API and Ganglia infrastructure of the Grid5000 platform
that allow to measure the energy consumption of the nodes during an experiment.

Basically, in our experiments, we consider the different performance measurements
when the size k of the itemset (miki to be discovered) is high.

4.5.2 Data Sets

To better evaluate the performance of PHIKS algorithm, we used three real-world data
sets as described in Table 4.3. The first one is the whole 2013 Amazon Reviews data set
[1], having a total size of 34 Gigabytes and composed of 35 million reviews. The second
data set is the 2014 English Wikipedia data set [4], having a total size of 49 Gigabytes
and composed of 5 million articles. The third data set is a sample of ClueWeb English
data set [3] with size of around one Terabyte and having 632 million articles. For English
Wikipedia and ClueWeb data sets, we performed a data cleaning task; we removed all
English stop words from all articles, and obtained data sets where each article represents
a transaction (features, items, or attributes are the corresponding words in the article).
Likewise, for Amazon Reviews data set, we removed all English stop words from all
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reviews. Each review represents a transaction in our experiments on Amazon Reviews
data set.

4.5.3 Results

In this Section, we report the results of our experimental evaluation.

4.5.3.1 Runtime and Scalability

4.5.3.2 Data Communication and Energy Consumption

Figures 4.1, 4.2, and 4.3 show the results of our experiments on Amazon Reviews, En-
glish Wikipedia and ClueWeb data sets. Figures 4.1(a) and 4.1(b) give an overview on
our experiments on the Amazon Reviews data set. Figure 4.1(a) illustrates the the per-
formance of different algorithms when varying the itemset sizes from 2 to 8. We see that
the response time of Forward Selection algorithm (PFWS) grows exponentially and gets
quickly very high compared to other algorithms. Above a size k = 6 of itemsets, PFWS
cannot continue scaling. This is due to the multiple database scans that it performs to de-
termine an itemset of size k (i.e, PFWS needs to perform k MapReduce jobs). In the other
hand, the performance of Simple-PHIKS algorithm is better than PFWS; it continues scal-
ing with higher k values. This difference in the performance between the two algorithms
illustrates the significant impact of mining itemsets in the two rounds architecture.

Moreover, by using further optimizing techniques, we clearly see the improvements in
the performance. In particular, with an itemset having size k = 8, we observe a good per-
formance behavior of Prefix comparing to Simple-PHIKS. This performance gain in the
runtime reflects the efficient usage of Prefix/Suffix technique for speeding up miki parallel
extraction. Interestingly, by estimating miki at the first MapReduce job, we record a very
good response time as shown by Upper-B algorithm. In particular, with k = 8 we see that
Upper-B algorithm roughly outperforms Simple-PHIKS by a factor of 3. By coupling the
Prefix/Suffix technique with Upper-B algorithm, we see very good improvements in the
response time, which is achieved by Upper-B-Prefix. Finally, by taking advantage of our
incremental entropy technique for reducing the number of data split scans, we record an
outstanding improvement in the response time, as shown by PHIKS algorithm.

Figure 4.1(b) highlights the difference between the algorithms that scale in Figure
4.1(a). Although Upper-B-Prefix continues to scale with k = 8, it is outperformed by
PHIKS algorithm. With itemsets of size k = 15, we clearly observe a big difference in
the response time between Upper-B-Prefix and PHIKS. The significant performance of
PHIKS algorithm illustrates its robust and efficient core mining process.

Figures 4.2(a) and 4.2(b) report our experiments on the English Wikipedia data set.
Figure 4.2(a) gives a complete view on the the performance of different presented algo-
rithms when varying the itemset sizes from 2 to 8. Similarly as in Figure 4.1(a), in Figure
4.2(a) we clearly see that the execution time of Forward Selection algorithm (PFWS) is
very high compared to other presented alternatives. When the itemsets size reach values
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Figure 4.1 – Runtime and scalability on Amazon Reviews Data Set
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Figure 4.2 – Runtime and scalability on English Wikipedia Data Set
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Figure 4.4 – Candidate Pruning
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greater than k = 5, PFWS stops scaling. In the other side, we observe that Simple-PHIKS
algorithm continues scaling and gives better performance than PFWS.

Performing more optimization, we significantly speed up the miki extraction. Specif-
ically, with itemsets size k = 8, we see that the performance of Prefix is better than
Simple-PHIKS. This difference in the performance behavior between the two algorithms
explains the high impact of using Prefix/Suffix technique to speed up the whole min-
ing process of the parallel miki extraction. By going on for further optimization using
our efficient heuristic technique for estimating miki at the first MapReduce job, we get
a significant improvement in the execution time as shown by Upper-B algorithm. Par-
ticularly, with itemsets size k = 8 we clearly see that Upper-B algorithm performance
is better than Simple-PHIKS. By using Prefix/Suffix technique with Upper-B algorithm,
we record a significant improvement in the performance as shown by Upper-B-Prefix.
Eventually, based on our efficient technique of incremental entropy, we record a very
significant performance improvement as shown by PHIKS algorithm.

Figure 4.2(b) illustrates the difference between the algorithms that scale in Figure
4.2(a). Despite the scalability recorded by Upper-B-Prefix when k = 8, Upper-B-Prefix
gives very less performance compared to PHIKS algorithm. In particular, with higher
itemsets size (e.g., k = 15), we record a large difference in the execution time between
Upper-B-Prefix and PHIKS algorithms. This difference in the performance between the
two algorithms reflects the efficient and robust core mining process of PHIKS algorithm.
In Figures 4.3(a) and 4.3(b), similar experiments have been conducted on the ClueWeb
data set. We observe that the same order between all algorithms is kept compared to Fig-
ures 4.1(a), 4.1(b), 4.2(a) and 4.2(b). In particular, we see that PFWS algorithm suffers
from the same limitations as could be observed on the Amazon Reviews and Wikipedia
data sets in Figure 4.1(a) and Figure 4.2(a) . With an itemset size of k = 8, we clearly
observe a significant difference between PHIKS algorithm performance and all other pre-
sented alternatives. This difference in the performance is better illustrated in Figure
4.3(b). By increasing the size k of miki from 8 to 11, we observe a very good perfor-
mance of PHIKS algorithm. Although, Upper-B-Prefix algorithm scales with k = 11, it
is outperformed by PHIKS.

4.5.3.3 miki Candidates Pruning

Figure 4.4 gives a complete overview on the total number of miki candidates being tested
at the second MapReduce job for both Simple-PHIKS and PHIKS algorithms. Figure
4.4(a) illustrates the number of miki candidates being validated at the first MapReduce
job on the Wikipedia data set. By varying the parameter size k of itemsets from 2 to
8, we observe a significant difference in the number of miki candidates being sent by
each algorithm to its second MapReduce job. With k = 8, Simple-PHIKS algorithm
sends to its second job roughly 6 times more candidates than PHIKS. This important
reduction in the number of candidates to be tested in the second job is achieved due to our
efficient technique for estimating the joint entropies of miki with very low upper bounds.
Likewise, in Figure 4.4(b), we record a very good performance of PHIKS comparing
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to Simple-PHIKS. This outstanding performance of Simple-PHIKS algorithm reflects its
high capability and its effectiveness for a very fast and successful miki extraction.

Figure 4.5 gives an entire view of the quantity of transferred data (in megabyte) over
the network by each presented algorithm on the three data sets. Respectively Figures
4.5(a), 4.5(b) and 4.5(c) show the performance of each presented maximally informa-
tive k-itemsets mining process on Amazon Reviews, English Wikipedia and ClueWeb
data sets. In all figures, we observe that PFWS algorithm has the highest peak. This is
due to its multiple MapReduce jobs executions. In the other hand, we see that Simple-
PHIKS and Prefix algorithms have smaller peaks. This is because Simple-PHIKS and
its optimized Prefix version algorithm (for fast computation of the local entropies at the
mappers) rely on two MapReduce jobs whatever the miki size to be discovered. We see
that Upper-B, Upper-B-Prefix and PHIKS outperform all other presented algorithms in
terms of transferred data. This is due to the impact of estimating the joint entropies at
their first MapReduce job which reduces the number of miki candidates (i.e., data) being
tested at their second MapReduce job.

We also measured the energy consumption (in Watt) of the compared algorithms dur-
ing their execution. We used the Grid5000 [2] tools that measure the power consumption
of the nodes during a job execution. Figure 4.6 shows the total amount of the power con-
sumption of each presented maximally informative k-itemsets mining process on Amazon
Reviews, English Wikipedia and ClueWeb data sets. In Figures 4.6(a), 4.6(b) and 4.6(c)
we observe that the energy consumption increases when increasing the size k of the miki
to be discovered for each algorithm. We see that PHIKS still gives a lower consumption
comparing to other presented algorithms. This is simply due to the higher optimizations
in its core mining process. Actuelly the smaller number of candidates being tested during
the second MapReduce job of PHIKS calls for a lower number of I/O access when com-
puting the entropies. All of these different factors make PHIKS consumes less energy
compared to other presented algorithms.

4.6 Related Work

In data mining literature, several endeavors have been made to explore informative item-
sets (or featuresets, or set of attributes) in databases [7] [39] [41] [49]. Different measures
of itemset informativeness (e.g., frequency of itemset co-occurrence in the database etc.)
have been used to identify and distinguish informative itemsets from non-informative
ones. For instance, by considering the itemsets co-occurrence, several conclusions can be
drawn to explain interesting, hidden relationships between different itemsets in the data.

Mining itemsets based on the co-occurrence frequency (e.g., frequent itemset mining)
measure does not capture all dependencies and hidden relationships in the database, espe-
cially when the data is sparse [41]. Therefore, other measures must be taken into account.
Low and high entropy measures of itemsets informativeness were proposed [41]. The au-
thors of [41] have proposed the use of a tree based structure without specifying a length k
of the informative itemsets to be discovered. However, as the authors of [41] mentioned,
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such an approach results in a very large output.
Beyond using a regular co-occurrence frequency measure to identify the itemsets in-

formativeness, the authors of [14] have proposed an efficient technique that is more gen-
eral. The main motivation is to get better insight and understanding of the data by figuring
out other hidden relationships between the itemsets (i.e., the inner correlation between the
itemsets themselves), in particular when determining the itemsets’ rules. To this end, the
authors of [14] did not focus only on the analysis of the positive implications between the
itemsets in the data (i.e., implications between supported itemsets), but also they take into
account the negative implications. To determine the significance of such itemsets implica-
tions, the authors of [14] have used a classic statistical chi-squared measure to efficiently
figure out the interestingness of such itemsets rules.

Generally, in the itemset mining problem there is a trade-off between the itemset in-
formativeness and the pattern explosion (i.e., number of itemsets to be computed). Thus,
some itemset informativeness measures (e.g., the co-occurrence frequency measure with
very low minimum support) would allow for a potential high number of useless patterns
(i.e., itemsets), and others would highly limit the number of patterns. The authors of [73]
proposed an efficient approach that goes over regular used itemset informativeness mea-
sures, by developing a general framework of statistical models allowing the scoring of the
itemsets in order to determine their informativeness. In particular, in [73], the initial focus
is on the exponential models to score the itemsets. However these models are inefficient
in terms of execution time, thus, the authors propose to use decomposable models. On
the whole, the techniques proposed in [73] and [14] are mainly dedicated to mining in
centralized environments, while our techniques are dedicated to parallel data mining in
distributed environments.

The authors of [49] suggest to use a heuristic approach to extract informative itemsets
of length k based on maximum joint entropy. Such maximally informative itemsets of
size k is called miki. This approach captures the itemsets that have high joint entropies.
An itemset is a miki if all of its constructing items shatter the data maximally. The items
within a miki are not excluding, and do not depend on each other. [49] proposes a bunch
of algorithms to extract miki. A brute force approach consists of performing an exhaustive
search over the database to determine all miki of different sizes. However, this approach is
not feasible due to the large number of itemsets to be determined, which results in multiple
database scans. Another algorithm proposed in [49] consists of fixing a parameter k that
denotes the size of the miki to be discovered. This algorithm proceeds by determining
a top n miki of size 1 having highest joint entropies, then, the algorithm determines the
combinations of 1-miki of size 2 and returns the top n most informative itemsets. The
process continues until it returns the top n miki of size k.

The problem of extracting informative itemsets was not only proposed for mining
static databases. There have been also interesting works in extracting informative item-
sets in data streams [33] [74]. The authors of [81] proposed an efficient method for
discovering maximally informative itemsets (i.e., highly informative itemsets) from data
streams based on sliding window.

Extracting informative itemsets has a prominent role in feature selection



4.7 Context of the work 65

[21]. Various techniques and methods have been proposed in the literature to solve the
problem of selecting relevant features to be used in classification tasks. These methods
fall into two different categories, namely Filter and Wrapper methods [38]. Filter meth-
ods serve to pre-process the data before being used for a learning purpose. They aim
to determine a small set of relevant features. However, these methods capture only the
correlations between each feature (i.e., independent variable, attribute or item) and the
target class (i.e., predictor). They do not take into account the inter correlation between
the selected features (i.e., if the features are inter correlated then they are redundant). In
the other hand, to determine an optimal set of relevant features, wrapper methods perform
a feature’s set search that maximizes an objective function (i.e., classifier performance).
However, these methods yield in heavy computations (i.e., selecting each time a set of fea-
tures and evaluate an objective function). To solve this problem, Embedded [21] methods
have been proposed. The main goal is to incorporate the wrapper methods in the learning
process.

Processing very large amount of data with high number of features (i.e., billions of
items) to select most relevant once’s is not trivial. Miki are very good challenging can-
didates to select relevant features in large-scale databases. The items (i.e., features) that
a set of miki contains have very low inter correlations, thus they highly discriminate the
whole database together. This property of miki make them of a highly potential success in
improving different data mining tasks such as subgroup discovery [43] and classification
[12] problems etc.

Parallel mining of informative itemsets from large databases based on frequency infor-
mativeness measure has received much attention recently [52] [65] [72]. For instance, In
[52], the authors have proposed an efficient parallel solution to extract frequent itemsets
based on FP-Growth algorithm [39]. Their algorithm PFP-Growth has gained a popular
success in mining large databases. In [65], the authors have proposed an improvement of
PFP-Growth algorithm by performing approximations of the candidate frequent itemsets.

To the best of our knowledge, there has been no prior work on parallel discovery of
maximally informative k-itemsets in large databases.

4.7 Context of the work
This work has been done in the context of Saber Salah’s PhD thesis, co-supervised by
me and Florent Masseglia in INRIA Zenith team. In addition to the miki problem, Saber
worked on parallel frequent itemset mining using MapReduce [90].

4.8 Conclusion
In this chapter, we presented an efficient parallel maximally informative k-itemset min-
ing algorithm namely PHIKS that has shown significant efficiency, in terms of runtime,
communication cost and energy consumption. PHIKS elegantly determines the miki in
very large databases with at most two rounds. PHIKS comes with a bunch of optimizing
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techniques that renders the miki mining process very fast. These techniques concern the
architecture at a global scale, but also the computation of entropy on distributed nodes,
at a local scale. The result is a fast and efficient discovery of miki with high itemset
size. Such ability to use high itemset size is mandatory when dealing with Big Data and
particularly one Terabyte like what we have done in our experiments. Our results show
that PHIKS algorithm outperforms other alternatives by several orders of magnitude, and
makes the difference between an inoperative and a successful miki extraction.



Chapter 5

Perspectives

Up to now, I contributed significantly in the development of scalable data analytics tech-
niques by taking advantage of the computing power of distributed and parallel systems
and frameworks such as Spark. Our techniques can analyze very large datasets, e.g., ter-
abytes of data [87, 86, 84, 89].

I plan to continue my research activities in the direction of large scale data analytics.
Below, I present some research topics, which I am interested to explore in the next few
years.

5.1 Parallel Time Series Indexing using GPUs

In the past, we developed parallel techniques for indexing time series datasets using par-
allel frameworks such as Spark. These frameworks allow us to index very big datasets,
e.g., billions of time series. However, our solutions are not easy to use for people who
are not familiar with distributed systems. For example, deploying Spark in a large-scale
cluster needs highly-qualified technical staff.

Therefore, we plan to develop parallel indexing solutions for GPUs, which can be
easily installed and used. For example, in the context of a collaboration with scientists
from IRSTEA, we plan to develop parallel time series indexes for the Chemo-metrics
field by means of GPUs. The Chemo-metrics scientists are interested in knowledge ex-
traction from spectral data, which can be represented as time series. Partial Least Squares
(PLS) regression is a technique widely used in Chemo-metrics to transform a spectra data
into useful information. However, the current PLS algorithms are centralized, and their
response time becomes very high when the size of the spectra database gets higher than
10,000 tuples. We plan to adapt our DPiSAX and ParCorr solutions for being used in
spectra analysis. The parallel solutions should be implemented using GPUs. An impor-
tant step is to find the optimized parameters for DPiSAX and ParCorr techniques in order
to obtain high precision PLS results, while reducing the response time significantly.

67
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5.2 Parallel All-Pairs Similarity Search over Time Series

One of the important types of similarity search in time series is the all-pairs-similarity-
search (or similarity join). The problem is the following: given a collection of time series
slices, return the nearest neighbor for each slice. To efficiently answer similarity join
queries, Yeh et al. [78] proposed the matrix profile index. Intuitively, given a time series
A and a subsequence size m, the matrix profile P [i] = j if the jth subsequence of time
series A is the most similar to the ith subsequence. Such an index is very useful for
similarity detection in very large time series.

In the context of a collaboration with Safran (a high-technology group and supplier
of systems and equipment in the Aircraft, Aerospace and Defense markets.), we plan to
develop parallel matrix profile solutions for analyzing their data collected during the test
procedure of their produced engines. For example, during the tests of a helicopter engine,
engineers typically capture more than 400 channels of data from temperature, pressure,
velocity, etc., generating a total of 5,000 different files. Analyzing this data will help the
engineers to detect anomalies and optimize the engines.

We plan to build matrix profile indexes over their multi-dimensional time series. This
type of index can be very useful for Safran’s underlying applications. For example, the
anomalies can be detected in the matrix profile as high value points (because of their high
distance to other slices). Matrix profile is also efficient for detecting motifs in time series
(the motifs are shown as low value points in the matrix profile). The motif detection can
help the engineers to optimize the engines.

5.3 Privacy Preserving Data Analytics in Distributed Sys-
tems

There are many scenarios in which the users or organizations could get major benefits
by performing analytics on their data shared in a distributed system. However, a lot of
users hesitate to share their sensitive data because of privacy attacks risks. According to a
recent report published by the Cloud Security Alliance [24], privacy attacks are one of the
main concerns for cloud users. Thus, it is important to develop distributed data analysis
solutions that preserve users privacy.

To provide such solutions, we plan to capitalize on our recent work on privacy-
preserving query processing [91, 92, 93]. One solution is to take advantage of the dif-
ferential privacy (DP) technique [27] that guarantees the privacy of individual data by
perturbing the published data with a controlled amount of noise, usually generated by us-
ing the Laplace distribution. The added noise, if well chosen, will disappear in the results
of the aggregate query. DP is the strongest privacy technique that makes no assumption
about the adversary background knowledge. However, a naive utilization of this tech-
nique may lead to important loss of precision in the result. This is why well choosing the
privacy and accuracy metrics is fundamental.
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Another solution is to encrypt the user data, and develop distributed data analytics
algorithms working on encrypted data. There are different techniques that allow to design
such algorithms. For example, in a recent work [92], we took advantage of the bucke-
tization technique for elaborating efficient algorithms for processing top-k queries over
encrypted data in distributed systems.
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